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Introduction

Thank you for taking the time to evaluate Wind River VxWorks 6.6 SMP. This
evaluation tutorial will introduce you to the process of migrating an application
running in UP mode to run in SMP mode, taking advantage of the multiple cores
to gain an increase in performance. You will also learn during this evaluation how
Wind River’s Workbench can shorten the process of migrating an application from
UP to SMP by:

* Helping you analyze your UP application execution and identify the parts that
should be parallelized.

» Allowing you to see how your application executes on the target, and how to
identify run-time problems that arise when migrating an application from UP
to SMP mode.

»  Simplifying the process of debugging multiple cores / CPU’s system via the
multi context debugging capability.

If you have received an actual DVD containing the evaluation, you may skip
chapter 2 and proceed straight to chapter 3. Otherwise, if you have downloaded a
DVD image file, you will need to review chapter 2 for instructions on how to use
the ISO image file.

Note that this document was written for a U.S.-English keyboard. Please adjust key
references to the keyboard for your region.
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Booting the VxWorks 6.6
SMP Evaluation

2.1 Preparations Before You Can Use the Image 3
2.2 Burning the ISO Image toa DVD 3
2.3 Usingthe DVD 5

2.1 Preparations Before You Can Use the Image

The Wind River VxWorks SMP Evaluation comes in the form of an ISO image file.
The ISO image contains a Fedora 7 Live CD Linux host distribution, with an
installation of Workbench 3.0 and Wind River VxWorks 6.6 SMP for IA32. To use
the evaluation, burn the ISO to a single layer DVD, and boot it on any PC.

2.2 Burning the ISO Image to a DVD

To burn the ISO to a single layer DVD you can use any DVD burning program that
supports burning ISO images. There are many good software packages on the
market, some free and some commercial. It would be impossible to cover them all.
The instructions in this part will describe how to use the Sonic RecordNow! Plus
software, but the ideas are the same when using other DVD burning software.
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1. Start the DVD burning software.

2. Select the option to Burn Image.

SONIC - 0x

HL-DT-STCD-RIW (D:) ~ NH

[ / ]‘ Please insert a disc &

Select a Backup Project -

, Exact Copy
Make an exact copy of a disc in your collection

. File Archive

@ Quickly and easily archive common file types across multiple
discs

_J} Save lmage
Create an image of a disc and save it to your hard drive

J Burn Image
Create a disc from an image already on your hard drive

UPGRADE - Backup Your Computer
Click to learn about protecting your data




2 Booting the VxWorks 6.6 SMP Evaluation
2.3 Using the DVD

3. Choose the location for the image, the DVD-R138215.1-1-00.iso image that
you downloaded.

4. Insert a blank DVD into your DVD burner, and select the appropriate drive.

Click the Burn button when you are ready to continue.

SONY DVDRW S (E:) -
);5‘ Flease insert a disc
e

R ALhihaera 5 Gl

Burn Image

1. Choose the location for the image
| ©DVD-R128060.1-1-00.is0 A o
Browse... )

2 Insert a blank or rewritable discin the drive below:

£ SONYDVDRWS (E:) /n

3. Click the Burn button when vou are ready to continue

Cancel J Burn .

6. Once you have successfully burned the DVD, continue to the next chapter.

2.3 Using the DVD

The evaluation runs in a “Live-CD/DVD” environment. Your laptop/PC boots
Linux, Fedora Core 7 from a DVD. Minimum machine requirement is a Pentium4
machine + 1GB RAM and BIOS with the ability to boot from DVD drive.

1. Insert the Wind River VxWorks SMP Evaluation DVD.

2. Power up your laptop/PC and set it to boot from CD/DVD/CD-RW: if your
BIOS provides a boot menu option, select that key (F12 for Dell laptops) and
choose to boot up from CD/DVD/CD-RW. Or press the BIOS setup key to
enter into the BIOS setup mode and select the option to boot from
CD/DVD/CD-RW device first.
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3. Boot the machine. Wait for the boot menu to appear, and then select the option
Boot Wind River VxWorks 6.6 SMP to continue, or wait until the timeout
expires.

Huwbguetde bugi dn < zzcools

4. Wait till Fedora Core 7 finishes booting and the GNOME desktop appears on
the screen.



Workbench Familiarization

3.1 Starting Wind River Workbench 7

3.2 Definition of a View in Eclipse 8

This chapter will familiarize you with the basic capabilities of the Workbench
Integrated Development Environment (IDE).

3.1 Starting Wind River Workbench

1. Onthe desktop, click on the Wind River Workbench icon £ . This starts

the Wind River Workbench tool.

2.  When the Workspace Launcher dialog box appears, you can select Use this as
the default and do not ask again to avoid this dialog in the future.

3. Click OK to continue.

Workspace Launcher

Select a workspace

Wind River Workbench stores your projects in a folder called a
workspace,

Workspace: MindRiverﬁworkspacd | V] I Browse...

[] Use this as the default and do not ask again

(0] ] I Cancel
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3.2 Definition of a View in Eclipse

*  Each of the sub-windows in Workbench is called a view in Eclipse terminology.

=  Make sure you can find the Project Explorer and Remote Systems views as
you’ll need to revisit them periodically in this evaluation.

Application Development - - Wind River Workbench

File Edit Refactor Navigate Search Project Analyze Target Run Window Help
| 58 cav laFmo e[| o |8 |ora | Fese v | v & |G Avplication ..

J : : fe

5% Outline 5%

Fs) Project Explorer 2 1= File Navigatal] =g Q Getting Started Resources £2

WIND RIVER

Project Explorer

&= @& v An outline is not available.

b =5 QEMU-A32-WRLX2.0-Platform (Wind River Li

View o

- — - bIp gives you access to all installed documentation
Documentation for Wind River Workbench is also available through any of the product links below:.
Use the links on this page for quick access to information to help you get started.

Wind River Product Documentation

Wind River Workbench for On-Chip Debugging
Wind River VxWorks 6 Platforms
Wind River Linux Platforms

Wind River Resources

& Register for Wind River Online Support: Siart here if you are a new user. L

- ‘ i Remote Systems
£ Remote Systems 5 =0 .
= View
2| |5 @ 3| R [+
b Ef Local |E Feeds (@ Error Log ¥ Tasks [1. Problems [El Properties [E Build Console & = Cnnso\e] = ﬁi

.%‘ LinuxHost_fedora (Host OS (Native Developn = [:B 4;5 5ﬁ 1

A& QEMUHA32-WRLX2.0-Target (Wind River Linu
f TGT-A32KernelMode (Wind River Linux Plad
b iz TGT-A32-UserMode (Wind River Linux Platfo




3 Workbench Familiarization
3.2 Definition of a View in Eclipse

3.2.1 Resizing a View

1. Double-click on the view tab. This gives a full screen view of the window.
2. Double-click on it again to switch the view back to its previous size.

3. Right-click on the tab to look at other options for windowing.

L)
fie L Biai foviwe Seph Proms fedrin g fom Wb e
n\ S T e
s " =-nY, - =8 ha ] =g
P o .3 P e, O o, i
[ o] WTN® RIVER |
i el
8 .

N ——— T imwem @ ol
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3.2.2 Working with Perspectives

| B rav
J o

Application Development

Application Development - - Wind River Workber

Eile Edit Refactor Navigate Search Project Analyze Target Run Window Help
|aE®mB R | & | 5w |

| o | ese v |9 | vi

Perspective

e i rotcn

[ Project Explorer 82 i File Navigala;] =a
e
b =& QEMUHA32-WRLX2.0-Platform (Wind River Li

&

-

(& Il 1

WIND RIVER

Wind River Workbench Help

]

Wind River Product Documentation

@
e
e

Wind River Resources

&

-

Wind River Workbench Online Hel,

‘Wind River Workbench Online Help gives you access to all installed documentation.
D for Wind River 1 is also available through any of the product links below.
Use the links on this page for quick access to information to helpyou get started

Wind River Workbench for On-Chip Debugging
Wind River ¥xWorks 6 Platforms

Wind River Linux Plaiforms

Register for Wind River Online Support: Start here if you are a new user.

Wind River Online Support (OLS})

2 Remote Systems

£ 8BS
b Ef Local

&

&
&
*

& \orkhanch Datchast faico auailabla as PSS

‘ Feeds (@ Error Log ¥ Tasks |[21 Problems = Properties [E Build Console 5~ B Cansale]

Wind River Support home page
Wind River Licensing

K|

8% Outline £2

An outline is not available.

4 LinuxHost_fedora (Host OS (Native Developr

[~]

o - @

4

&

& QEMU-JA32-WRLX2.0-Target (Wind River Linu
& TGT-A32-KemelMode (Wind River Linux Plat!
P 45 TGTHA32-UserMode (Wind River Linux Platfo

[2]

H 27!\'nfssm |ﬁ]

1.

Click on the Open Perspective icon, and look at the options.

2. C(lick through different perspectives to see how windows are arranged.

£ | Ui Application ...

ﬁ;‘ﬁ Application Development
R Device Debug

8 Memory Analyzer

E Performance Profiler

E Remote System Explorer

Other...

[T

»

10




3 Workbench Familiarization
3.2 Definition of a View in Eclipse

3. Right-click on the perspective tab.

4. Look at the context menu options.

Customize...
Save As..

Outli =0
e
&n outlir }.

Close

Dock On
[+ Show Text

i

5. Try resizing views (drag dividers). Move, drag, and resize windows in the
Device Debug perspective.

6. Add/Delete Windows. Look under the Window menu, find Show View.

7. Select Other - try expanding some of the folders to see what views are
available in Workbench. Select some windows. If you click on ‘x” the window
is removed and you can get it back from this menu.

New Window
New Editor

H\ Open Perspective

. ) E3 Build Console
Customize Perspective...

, El Console Shift+Alt+Q C
Save Perspective As...
. [l Debug Symbol Browser
Reset Perspective .
] Error Log Shift+Alt+Q L

Close Perspective o .
. = File Navigator
Close All Perspectives
“= Indude Browser

Navigation » | [l Kemel Objects
- o= Qutline
L Working Sets »
— g [£¢ Problems
Preferences...

& Progress

) Project Explorer
ﬁr Project Navigator
= Properties

ﬁﬁ Remote Systems
¥ Tasks

B Terminal

n\ Other... Shift+Alt+Q Q

11
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8. To restore and clean up the changes you made, right-click on the perspective
tab.

9. Select Reset from the context menu to get back the default window
arrangement.

Customize...
Save As..
Reset —

An outlir
Close

Dock On »
¥ Show Text

12



3.2.3 Creating a New Perspective

3 Workbench Familiarization
3.2 Definition of a View in Eclipse

1. Add some views of your choice using Window > Show View.

Right-click on the Application perspective icon.

Select the Save As option from the context menu.

Customize...

Reset

Close

Dock On >

mhow Text

4. Call this perspective myPerspective.

5. Click OK.

Save Perspective As...

Enter or select a name to save the current
perspective as.

Name: lva’erspecrive| j

Existing Perspectives:

ﬁ;‘ﬁ Application Development (default)
BE c/C++

@ Code Coverage Analyzer

= Cvs Repository Exploring

#5‘5 Debug

R Device Debug

A Memory Analyzer

E Performance Profiler

E Remote System Explorer

[t Resource

(<]

(0] ] I Cancel

13
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6. Observe the new perspective tab.

o] — A0

‘Outline =08

™ ot availa "
\\_._. \\‘--.__J

3.2.4 Switch Back to the Application Perspective

1. Click on the Open Perspective icon.

2. Select the Application Development option from the context menu.

s B
"% Application Development

1 % Device Debug 3
3 Memory Analyzer

Qut E Performance Profiler

E Remote System Explorer

Other...

14



Working with the VxWorks Simulator

4.1 Creating an Image with SMP Support for the VxWorks Simulator 15
4.2 Using the VxWorks Simulator 21

4.3 Verifying Simulated Code 28

4.4 Adding More Cores to the Simulator 29

4.5 VxWorks Simulator Summary 32

This chapter will familiarize you with the use of the Wind River VxWorks
Simulator to develop an SMP application. It will help you understand how to
create and use a VxWorks image with SMP support. The image will be used on a
simulator to practice the steps of migration of UP to SMP application.

4.1 Creating an Image with SMP Support for the VxWorks Simulator

These steps will guide you through the processes required to build a functional
VxWorks simulator that can simulate up to eight cores. The simulator can be used
during the development phase or when hardware is too costly or not available. All
Wind River tools are fully functional on the VxWorks simulator as if you were
connected to a real target board.

15
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1. From Workbench menu bar, click on File > New > VxWorks Image Project.

ill-H Edit Refactor MNavigate Search Project Analyze Run Target Window Help
New

Open File...

Close
Close All

Save

[5] save As...
Save All
Revert
Move...
Rename...

Refresh
Convert Line Delimiters To

=) Print...
Switch Workspace

Import...

=T
5 Export...

Properties

2.

Shift+AIE+N

Ctri+wW

Shift+Ctri+W

atrlLS

Shift+Ctrl+5

the project.

3. DPress Next to continue.

L4

Project

specs.

Project name: | SMP-SIM|

New VxWorks Image Project

F5

-

Ctri+P

Alt+Enter

Create a new VxWorks image project with all available kemel build

. i Wind River Workbench Project...

1&% Standalone Application Project

18 VxWorks Boot Loader [ BSP Project

1t VxWorks Downloadable Kernel Module Project
7 VxWorks ROMFS File System Project

17 VxWorks Real Time Process Project
159 VxWorks Shared Library Project

1% User-Defined Project

14 Native Application Project

£ Project...

=i Middleware Component
[ Build Target

= |TAG Board Layout

% Folder

[ File

[ File from Template

4 Example...

T Other...

In the New VxWorks Image Project dialog box, enter SMP-SIM as the name of

=

8

ocation

Directory:

@ Create project in workspace

) Create project at external location

/WindRiver/workspace/SMP-

SIM

16

« EJ-_‘L

Next >

I

Einish l [ Cancel




4 Working with the VxWorks Simulator
4.1 Creating an Image with SMP Support for the VxWorks Simulator

In the New VxWorks Image Project — Project Setup dialog, leave all parameters
in their default state. The simulator runs on Linux, so we use linux as a base
for the project.

Click Next to continue.

New VxWorks Image Project

Project Setup . 3
Base the new project either on an existing project, or on a board support B

package and a tool chain.

~Setup the project based on

() An existing project: VxSIM-VX6.6-5MP-Image-Projet

_Eirawse..._

@ A board support package: [Iinux o ] [Brawse...}
Tool chain: | gnu < ]

rBSP validation test suite

[0 Add support to project | Options...

~Setup information

Base directory: /WindRiver/vxworks-6.6/target/config/linux

MNext = \ I Finish \ I Cancel

)

17
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6. Inthe New VxWorks Image Project - Options dialog, select the SMP support
in kernel option. This will include all the necessary modules required for SMP
VxWorks kernel.

7. These are all the options that need to be configured, so we can now click on
Finish to proceed.
e New VxWorks Image Project X

Options ) d
Select the options to be used. @

~Options

Select All l lDeselect All

1 IPv6e enabled kernel libraries
[ system Viewer free kernel libraries
[J Source mode build

SMP support in kernel

[ AMP support in kernel

@ < Back ” Next = l" Finish ” Cancel

8. The new project is displayed in the Project Explorer view. You can click on the
triangle [» symbol on the left to expand and collapse the project’s build and
configuration files.

w&l File Navigat-:]rw =0
=N R

E < =X SMP-SIM (Wind River VxWorks 6.6 Image Project) |
® Kernel Configuration

il vxWorks (default)
[» ﬁﬁ Binaries
P i Indudes
P G linux

[%] priComps.h

[W priParams.h

[g] linkSyms.c

(<]

<] 1l [>]




4 Working with the VxWorks Simulator
4.1 Creating an Image with SMP Support for the VxWorks Simulator

9. To build the new VxWorks image, right-click on the SMP-SIM project in the
Project Explorer view, and select Rebuild Project from the context menu.

File Navigatur} =5 |

B % & e~

#® Kernel Configuration New '
P [E vxWorks (default) Open in New Window
b # Binaries e
P al Includes P Ctr+V
b & default ¥ Delete Delete
P o linux Rename F2
[n] pricomps.h Move...
[n] priparams.h s Import
[£] linkSyms.c o3 Expart
[€] priConfig.c
[& usrApplnit.c Open Workbench Development Shell...
[& usrRtpAppinit.c n\ ** Build Project Shift+Ctri+A
7! o | Build Options ’
£ Refresh F5
Close Project
Close Unrelated Projects
Project References 4
Run As 4
Debug As 3
Team »
Compare With 3
Restore from Local History...
Properties Alt+Enter
Index 4

10. A project build progress window will appear.

L Building Projects x

@ Rebuild Project

.

[ | |

building default vxWorks image of ...rkspace/WR-5IM-VX6.6-VxWorks-Image

'Run in Background| l Cancel l l Details >>

19
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11. Finally, a notification appears in the build console window indicating that the
build process has completed.

E Build Console 32 b= < & 4 BEE | YO

VA_LFU_FANMILY =PENLIUM MOMEUEmU/WINORIVENVAWOIKS-0.0/N05L/XB0-INUX Z/DINVASIZE -V 1T DUULUUUU VAWOTKS [=]
wvxWorks: 1363292(t) + 58576(d) + 112002(b) = 1533870

objcopypentium --extract-symbol vxWorks vxWorks.sym
true vxWorks.sym
rm ipcom_ipdomain

make[ ] Leawng dlrectory momefdemo,lendRlver,'workspace{WR SIM VXEJ 6 VxWorks-Image/default’

Ab0.6-VX -lmage
Bulld Flnlshed in Pro;ect '"WR-SIM-VX6.6 VxWorks Image 2008- 02 15 13:30:28 (Elapsed Time: 00: 183 Q

20



4 Working with the VxWorks Simulator
4.2 Using the VxWorks Simulator

4.2 Using the VxWorks Simulator

In the following steps you will create a new VxWorks simulator and connection,
and link the simulator’s connection to the VxWorks image you have created in the
previous section.

1. Inthe Remote Systems view, select Define a connection to remote system &

A Remote Systems I =0

£ |

ﬁsﬁ

2. In the New Connection dialog, expand VxWorks 6.x.
3. Select Wind River VxWorks 6.x Simulator Connection

4. Select Next.

[e New Connection x|

Select Remote System Type “

System type:

[type filter text l

o FTE Umy
A Linux
&l Local
55 SSH Only
uni UNIX
i Windows
I» (= On Chip Debugging
= (= VxWorks 6.x
18 wind River VxWorks 6.x Core Dump Connection

[*)

-~

T~

L2 Wind River VxWorks 6.x Simulator Connection

I wind River VxWorks 6.x Target Server Connection
I = Wind River Linux —

(7 < Bacl Finish Cancel

21
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5. Inthe New Connection - VxWorks Boot Parameters dialog, select Custom
simulator.

6. Click on Browse to select the following file:
/WindRiver/workspace/SMP-SIM/default/vxWorks

7. After a VxWorks image file has been selected, click on Advanced Boot
Parameters.
|'-¢ New Connection

VxWorks Boot parameters

Select boot file name

) Standard simulator (Default) F

[~ ® Custom simulator: [J'WindRiverfwcdf.spacefSMP—SIMJ’defauItfv:‘ e I [Browse

[] Bypass checksum comparison

Processor number: [1

——
[Advanced Boot Parameters...

@ . <Back | Nex> || mmsh || cancel

22



4 Working with the VxWorks Simulator
4.2 Using the VxWorks Simulator

8. In The Advanced Boot Parameter Options window, click on the Boot device
parameter and change the value from passDev to simnet. This is the method
that Workbench uses to attach to the target (simulator).

Advanced Boot Parameter 6ﬁfions

Configure advanced Wind River VxWorks Simulator boot parameters

[

Boot device: [épassDev w5
Unit: 0

Inet on ethemet (e):

Inet on backplane (b): |

|
|
Host name: [ I
|
|
|

Host inet (h): |

9. Set the Target Name setting to SMP-SIM.
10. Select OK.

~Gateway inet [g}-__ ' R

User (u): [

Ftp password (pw) (blank = use rsh): [

)

)

Flags (f): [U ]
Target name (tn): [SMP—SIM| / ]
Startup script (s): [ l lBrawse...]
Other (0): [ ]
&3] [ 0K l l Cancel ]

23
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11. Back in the New Connection dialog, click Next.

e New Connection

VxWorks Boot parameters

~Select boot file name
() Standard simulator (Default)

[] Use SMP. kernel image

@ Custom simulator: [J'WlndFiiverfwcmspacefSMP—SIMfdefauItJ’v:‘ R4 l [E Browse... ;

[] Bypass checksum comparison

Processor number: [1 ]

Advanced Boot Parameters...

@ < Back H MNext = H Einish H Cancel

24



4 Working with the VxWorks Simulator
4.2 Using the VxWorks Simulator

12. In the New Connection - VxSim Memory Options dialog, select Next.

L4 New Connecfion x

VxSim Memory Options

WVxWorks memory size (default: 32M):

@ MByte O KByte

- _F—r/ 21 Rvte (has"

I I Cancel

13. Continue clicking Next to advance through the wizard without modifying
options until you reach the New Connection — Connection Summary dialog.

25
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14. In the New Connection — Connection Summary dialog, enter SMP-SIM for
Connection name. This will help you to identify your simulator session
amongst other available targets.

15. Leave Immediately connect to target if possible checked. This will cause the
target to automatically launch after we finish.

16. Click Finish to complete the simulator configuration.

New Connection

Connection Summary

Please review the connection information

14

Connection name: [SI‘-"IF"—SII"-‘I Shared: []

Summary
Property Value -]

BEOOT_DEVICE passDev
Breakpoint.default.stopS¢ stop-triggering
DEVICE WTX_VXWORKS
KERNEL_IMAGE MWindRiver/iworkspace/SMP-SIM/default/ivxWorks
NAME_MAPPING [**unstripped],[*;"]
PATH_MAPPING [fedoralive:;]d,[/tatsvr/,/WindRiver/workspace/]d,[;]d
PROCESSOR_NO 1
PROCESS_PRIORITY BelowNormal
TYPE Custom

isFetchTargetStateOnCc false
isFetchTargetStateOnRu false

isFetchTargetStateOnSt false

(<]

\ Immediately connect to target if possible

@ < Back Finish ] [ Cancel
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4.2 Using the VxWorks Simulator

17.  Your new connection should appear in the Remote Systems view.

18. A new window will pop up with a VxWorks welcome message. This is your
simulator session that runs the VxWorks SMP Image. You can download
kernel downloadable modules (DKM) and Real-Time Applications (RTP) as if
you were working on a target board.

SMP-5IM

File Edit View Terminal Tabs Help

D

vWorks.sym ...done

111111000001 11 111111 0000111111111111111
111111111111111111111131111111111111111
111111111111111111111113111111111111111

11111111111 1111 1111111111 11 1111 (R}
] 111111111 111111 11111111 1] 1111 m
1] 1111111 11111111 111111 1 11 1111
111 11111 1] 111 1 1111 111 111111111 1111 11 1111 11 11111
1111 111 11 1 111 17 11111 111111 11 1111111 1111 11 1111
11111 1 1111 11111 11111111 1111 11 1111 1111111 1111
111111 11111 111111 1 11111 1111 11 1111 11111111 1111
1111111 11111 1 111111 1 111 1111 11 1111 1111 1111 1111
11111111 11111 111 1111111 ] 1111111 1111 1111 1111 11111
111111111111111111111111111111
11111111111111111111111111111 Development System
1111111111111111111111111111
111111111111111111111111111 VxWorks 6.6 SMP
11111111111111111111111111 KERNEL: WIND version 2.11
111111300 0113001111011111) Copyright Wind River Systems, Inc., 1984-20807
CPU: Linux 2.6.21-1.3194.fc7 [i686]. Processor #2.
Memory Size: @x1fe08e8. BSP version 2.8/3.
Created: Feb 15 2008, 13:46:58
ED&R Policy Mode: Deployed
WDB Comm Type: WDB COMM PIPE
WDB: Ready.
_:;.I .
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4.3 Verifying Simulated Code

1. The simulator by default is configured to simulate two cores. In the simulator,
enter the command vxCpuConfiguredGet to see how many cores are
configured.

SMP-5IM

File Edit View Terminal Tabs Hel

-= yxCpuConfiguredGet

value = 2 = Bx2
> 1 |

2. Theicommand lists all tasks in the kernel. Enter i at the prompt and observe
that there are two idle tasks, since each core in an SMP system has its own idle

task
SMP-5IM
Fle Edit Wiew Terminal Tabs Help

. | i

NAME ENTRY TID PRI STATUS PC SP ERRNO CPU #
tJobTask 6885bded 683d2018 @ PEND 6808e7bbd 6043df98 6] -
tExcTask 6005afhe 601a7dad 0 PEND 600e7bbd 608133920 6] -
tLogTask logTask 603d7c38 0 PEND 600e59b1 6844bflc ] -
tNbioLog 6005cabl 683db118 @ PEND 600e7bbd 60459f44 6} -
tShello shellTask 6852fa40 1 READY 608TE750 6054436¢C 6] 6]
twdbTask wdbTask 603bf840 3 PEND 600e7bbd 68527f3C 6} -
tAioIoTask> aioIoTask 60443888 50 PEND 608e8253 6047fT88 6] -
tAioIoTask> aioIloTask 60443c88 50 PEND 600e8253 60491188 6} -
thNetd ipcomNetTask 60485020 58 PEND 688e7bbd 6049ff58 6] -
ipcom sysl> 68132dbe 60451196 50 PEND 600e8253 604bbedc 6] -
1pnetd 6@1@823@ 6@4b3@2@ 50 PEND 688e7bbd 6@519f8@ 6 -
tAloW D GE0e7bD g

IdleTaskB 1d1eTaskEntr EBBBaCQB 28? READY EBB2aﬁbc EBBBabBc ]
ntIdleTaskl idleTaskEntr 603a2000 287 READY 6002a6bc 683ale74 ] —
value = 0 = 0x0 =
_> :
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4.4 Adding More Cores to the Simulator

4.4 Adding More Cores to the Simulator

The VxWorks simulator enables you to simulate up to 32 cores, following these

steps to change the number of simulated cores:

1. Double-click the Kernel Configuration item under the SMP-SIM project in

the Project Explorer view.

2. Inthe Components view, browse to operating system components => kernel
components => kernel. Expand this item by clicking the triangle next to it.

3. Change the value of Number of CPUs to be enabled for VxWorks SMP from

2 to 4.

[ty Project ® . ZjFle Navi = O @ SMP-SIM 33
Sl || Components
n\ 2 SMP-SIM (Wind River VxWorl | component Configuration
@ Kernel Configuration

Description
b vxWorks (default) P

B REIIEI LASK SASLULIVIT SLALR UVET TTUW PIULECLIVIT SIZE

b 3 Binaries Z Kernel task execution stack underflow protection size

b il Includes @ Number of CPUs available to be enabled for VxWorks SMP
b (2 default 2 Root stack size

P i linux @ Gize nf the idle tack's avrentinn stark

pricomps.h Synopsis | Log

priParams.h -
G T [+] || Overview Bundles Components

Name Type

PR INEE SRS T T
TASK_KERNEL_EXEC_S1 uint
VX_SMP_NUM_CPUS  uint
ROOT_STACK_SIZE

INLE TASK EXYCEPTINM nint
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4. To apply the kernel configuration, the VxWorks image must be rebuilt.
Right-click on the SMP-SIM project in the Project Explorer view and select
Rebuild Project from the context menu.

[ Project Explorer &2 - = File Navigator =0
BE = e T
- # SMP-5IM (Wind River VxWorks 6.6 Image.F JE

#® Kernel Configuration New '
P [E vxWorks (default) Open in New Window
b # Binaries
P al Includes
b & default ¥ Delete Delete
P i linux Rename F2
[n] pricomps.h
[n] priparams.h A
[£] linkSyms.c o4 Expart...
[€] priConfig.c
[& usrApplnit.c Open Workbench Development Shell...
[¢] usrRtpAppInit.c n\ ** Build Project Shift+Ctri+A
(] | Build Options 3
& Refresh F5

Close Project
Close Unrelated Projects

Project References 4
Run As »
Debug As 3
Team »
Compare With 3

Restore from Local History...
Properties Alt+Enter

Index 4

5. Disconnect from the simulator if the simulator is running by left-clicking on
the SMP-SIM entry in the Remote System view to select it, followed by
clicking on the Disconnect button [t from the Remote Systems view.

45 Remote System i T Kernel Objects = O

& 5 B &

Eﬁ'

30



4 Working with the VxWorks Simulator
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6. Connect to the simulator again by clicking on the connect #' button. This
will launch a VxWorks simulator with the newly updated configuration.

5 Remote Systems i3 T4 Kernel Objects = O

4 | 5

&

]

=

k)
Rl

7. To verify your changes, once again enter the vxCpuConfiguredGet command

in the simulator session:

SMP-5IM

Fle Edit View Terminal Tabs |

-= yxCpuConfiguredGet

value 4 = Elxﬂr\n

- I
Again enter the i command, and you can see that four idle tasks are running,
one for each configured core.

SMP-5IM

FHle Edit View Terminal Tabs Help
-= 1 E
NAME ENTRY TID PRI  STATUS PC sP ERRNO CPU #
tJobTask 60605bded 60404010 @ PEND 600e7bbd 6846198 ] -
tExcTask 6085afba 601laB8ff4 @ PEND 600e7bb® 601a3920 ] -
tLogTask logTask 60409c38 © PEND 600e59b1 6847dflc B &
tNbioLog 6085cabl 6040d118@ @ PEND 600e7bb8 6048bT44 ] -
tShell® shellTask b6B561a40 1 READY 60070758 6B57636C B 8
tWdbTask wdbTask 60371840 3 PEND 600e7bb® 60559T3c ] =
tAloIoTask> aloIoTask 60475888 50 PEND 600e8253 604b1788 ] =
tAioIoTask> aioIoTask 60475c88 58 PEND 600eB8253 604c3T88 ] -
thete ipcomNetTask 604b7820 58 PEND 600e7bb® 684d1f58 ] -
ipcom sysl= 68132dbe 60483190 58 PEND 600e8253 604ededc ] -
ipnetd 60108230 604e56020 58 PEND 600e7bb8 6854bT80 6 &
tAioWait aioWaitTask 66475598 51 PENC 600e7bbe 6849ffA8 ¢ =
dleTask® 1idleTaskEntr 6038bdfe 287 READY 6002a6bc 6038bc64 B -
tIdleTaskl idleTaskEntr 68334000 287 READY 6082a6bc 603a3e74 ] 1
tIdleTask2 idleTaskEntr 603bceee 287 READY 6002cfde 603bbfd8 ] 2
IdleTask3 idleTaskEntr 603d4808 287 READY 6002cfdd 603d3Td8 B 3 I
valle = § = OxX0 =
> I =
9. Finally disconnect from the simulator, if the simulator is running, by

left-clicking on the SMP-SIM entry in the Remote System view to select it,
followed by clicking on the Disconnect button [t from the Remote Systems
view.
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4.5 VxWorks Simulator Summary

In this section, you built a VxWorks SMP image for simulator. The default number
of cores is two, but this can easily be changed using the kernel configuration tool.
VxWorks simulates the specified number of cores, and as such can be used as a
sandbox for your research phase and project development. Wind River tools such
as the System Viewer (task and event monitoring), the Performance Profiler
(performance monitoring), and the SMP debugger are all supported and can be
used to analyze your application on the simulator.

NOTE: Please note that the simulator should not be used for performance
benchmarking, because simulator performance is dependent on the host hardware
profile (CPU type and speed, available RAM, and so on) and available CPU cycles.
The simulator is a great tool to plan and design your migration phase from UP to
SMP, but do not pay much attention to performance figures obtained from this
simulated environment.
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51 Application Overview 34

5.2 UP-to-SMP Migration Overview 34

5.3 Analyzing Your UP Application 35

5.4 Redesigning Your Application for SMP 44

5.5 Testing the Redesigned Application in UP Mode 46
5.6 Testing the Redesigned Application in SMP Mode 61

This chapter will help you understand the process of migrating a UP application
to an SMP application. The exercises will show you how to migrate a simple
network device application from UP to SMP.

33



5.1 Application

VxWorks SMP
Evaluation Tutorial, 6.6

Overview

In this evaluation, the UP application you will migrate to SMP is a small version of
anetwork decoder device. It receives and buffers incoming data, encodes the data,
and finally sends the encoded data out. The following figure depicts the
application building blocks.

Ingress data

CPUO

Generate packets tReceiver task

CPUO

Encode data tEncoder task

CPUO

Egress data tSender task

Aggregate data

The receiver task buffers the incoming data, divides it into equal packets or data
elements, tags each packet, and finally builds a tree from the data structure.

The encoder task retrieves packets from the tree and encodes the data. Finally the
sender task removes all internal tags.

5.2 UP-to-SMP Migration Overview

Step 1:

The following steps are recommended to migrate your application from UP to
SMP:

Analyze Your UP Application

Analyze and identify the area that will benefit from SMP; this means identify the
area in your application that should run in parallel when running on an
SMP-enabled system.
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Step 2: Redesign Your Application for SMP

Redesign your application to benefit from SMP by multi-threading the area that
should be executing in parallel when running on an SMP-enabled system.

Step 3: Test Redesigned (Multi-Threaded) Application in UP Mode

Ensure that the area that was redesigned to run in parallel runs properly in a
multi-threaded environment.

Step 4: Test Your Redesigned (Multi-Threaded) Application in SMP Mode
Confirm that your application runs on an SMP-enabled system.

The first three migration steps will be done while using only one core (on a
single-core image). This will ensure that the SMP design works on UP (that is, on
one core).

5.3 Analyzing Your UP Application

The first step to redesigning a UP application for SMP is to determine how SMP
can benefit the application. In order to do this, you need to identify which tasks
consume a lot of CPU cycles, and how those tasks can be broken into smaller pieces
that can be run simultaneously.

To perform this step you will use the Wind River Performance Profiler. It is an
excellent tool for assisting in this investigation.

5.3.1 Loading and Starting the Application

Before you can use the Performance Profiler you will need to load the application
to the target (simulator in this case), and start it. The following steps describe how
to perform this task.

The UP application you will analyze is included as a downloadable kernel module
(DKM) named UP-To-SMP-Migration. You can find it in the Project Explorer view.

[~ Project Explorer &2 =0

=

=h-S
b 2 UP-to-SMP-Migration-Demo (Wind Rive
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NOTE: Make sure the previous instance of the UP VxWorks simulator is closed!

To close it simply left-click on the TGT-VxSim-UP entry in the Remote Systems
view to select it, and then click the Disconnect ¥ button to close it.

1. Start the UP simulator. Select TGT-VxSim-UP in the Remote Systems view.

2. Click on Connect ' tolaunch the simulator

5 Remote Syste 2 M Kemel Objects| = B

e T

I @ Wind River Registries

n\ #%TGT—V){SIM-SMP (Wind River VxWorks 6.€

A | D)

3. Inthe Project Explorer view, expand the UP-to-SMP-Migration-Demo project
and the Build Targets item within.

4. Right-click on the first project, 1-up-single-multi-thread.

5. From the context menu, select Debug Kernel Task.

[ Project Explorer 3 =0

= UP-to-SMP-Migration-Demo (Wind

< [ Build Targets (SIMLINUXgnu - de

n/ v Fi 1-up-single-multi-thread (1 [ Edit Content
b i 2-smp-unsafe (2-smp-unsaf g, add virtual Folder..
b [B 3-smp-safe (3-smp-safe.ou

h=d

ib (Wind Ri 5| Co Ctrli+C
b B graphLib (Wind River VxWorks { = = Py
b BY vw_curses (Wind River VxWwork
Rename F2
b 4 Binaries
b @l Includes ¥ Delete Delete

b PPC32gnu
al | [i Open Workbench Development Shell...

** Build Target
& Rebuild Target

#* Build Project shift+Ctrl+A
2 Rebuild Project

Build Options 4
W Download...

@ Run Kemnel Task...

% Debug Kernel Task...

Linker - Options
Properties Alt+Enter
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5.3 Analyzing Your UP Application

6. In the Debug dialog, verify that Arguments is set to numOfPacket=3000
sizeOfPacket=9 numOfTask=1.

7. Select Debug. This will launch the application, and you should see the source
file in Workbench editor, and that the application is stopped in the Debug view.

G

Create, manage, and run configurations

Debug

=i

¥

OB %X B

[wne filter text l

9 Attach to Target

[€] C/C++ Attach to Local Applicat
[€] C/C++ Local Application

[E] C/C++ Postmortem debugger

- % Kemel Task
¥

‘o noEntryPoint - 1-up-single-

% Launch Control
% Process on Target
% RTP on Target

(&l Il I [*)
Filter matched 9 of 9 items

Name: |5‘ra.n:Demo - l-up-single-multi-thread.out - TGT-VxSIM-UP

,@ﬂam B Domloads'i ** Projects to Build| ## Debug Options 'i B, Source| = Common |

‘Connection

Connection to use: [TGT—VxSIM-UP (localhost) o} I [ Hide unconnected

Properties Add... | Comnect | TGT-VxSIM-UP is connected for running Kemnel Tasks.

Kemel Task to Run

Entry Point: [srarr[)emn j I [Bmwse“.
[numOﬂ’acke‘r:mUl] sizeOfPacket=9 numOfTask=1

l

Arguments: |

Priority: [100 |

Stack size: [ox20000 |

Advanced Options: | || Edt. |
Aoy || Reyen |

@

i Debug 7” Close

|

[x spDere-multi-thread.c i3

Debug View

= O || £ Debug =0

LT char 313
L& ]

1
P Lz wEAtoricCLear|Eg_current_keyh;

[t ] B om

"

w G startDeme - 1-up-single-muti-th

L&s parse [4Lrl, 12, 4UFd, SUP4, S15); = i SEMLINUG: Waorks 6.5 (Task M
w U TSEATTDemM | ON65SCTeeE |

A A1 _numdf Task == 0}

LI g_numof Tasks = EMCODER_DECODER_MAX_TASKS;

alse

:_.: ; g_numal Tasks = 1_pundlTask;

=" Oeh0n2dfcd

v Chtathems ; CodSolcesd
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5.3.2 Using the Wind River Performance Profiler to Analyze Your Application

The Wind River Performance Profiler is a dynamic execution profiler that provides
detailed function-by-function performance analysis, specifying individual
routines within the program that are consuming the CPU cycles. It creates a direct
map of what the CPU is doing, what routines are being called, and what routines
they call. It points out where the inefficiencies are. This information is exactly what
is needed to tune a time-critical system for optimum performance.

Performance Profiler View Configuration
The Performance Profiler can show many CPU statistics; in this application we are

mostly interested in the tasks and functions that consume most of the CPU time.
To configure the Performance Profiler to display these values, follow these steps:

1. From the main menu select Window > Preferences.

|5Ie Edit Refactor Navigate Search Project Analyze Run Target@ﬂelp

New Window

New Editor

Open Perspective 4
show View 3

Customize Perspective...
Save Perspective As...
Reset Perspective

Close Perspective

Close All Perspectives

Navigation »

n\-- Working Sets »
Preferences...
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Expand the Wind River entry.
Select Performance Profiler from the drop-down options.
Select the System View tab.

Select the Routine, Cumulative Indirect, and Max Indirect check boxes.

2R

Click OK to complete Performance Profiler view configuration.

Preferences
|type filter text Performance Profiler 4 {ow
P General
P C/C++
b Help Column
I InstalljUpdate Routine
b Remote Systems [ Current Indirect %
RSS/Atom Feed View [ Current Direct %
b Run/Debug Cumulative Indirect %
b Tagim [0 Curmulative Direct %
Terminal Max Indirect %
E\ < Wind River [ Max Direct %
Binary Parser [0 Current Indirect Count
b Build [ Current Direct Count
Capabilities O Cumulative Indirect Count
Code Coverage Analyzel [ Cumulative Direct Count
File Templates [ Current Usage Bar
Host Tools Execution
Memory Analyzer
Performance Profiler
[ Run/Debug
b System Viewer Analysis
P Target Management
G Dl [Restore Qefaults| [ Apply l
@ [ oK ] [ Cancel l
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Starting Performance Profiler

1. Right-click TGT-VxSim-UP in the Remote Systems view.

2. From the context menu, select Connect Performance Profiler.

28 Remote Systems &2 Target Tools i’
@, Target Mode »
Connect
i & 8 _onnect
It Disconnect 'TGT-VxSim-Up'
b Ef Local
n\ 2 sMP-sSIM (Wind River VxWorks 6.6) & System Viewer Configuration
~ & TGT-VxSim-UP (Wind River VxWork RESL T 2
< 2 Wind River Target Debugger (Wi Connect Memory Analyzer
< & SIMLINUX [VxWorks 6.6) — Connect Performance Profiler

£ Connect Function Tracer
] Connect Code Coverage Analyzer
{#: Connect Data Monitor

b & Kernel Tasks
b & Real Time Processes

(+] il |

=l Refresh Properties...

El Properties Alt+Enter

3. In the Connect to Target dialog, change Connection Type from TCP/IP to
WTX.

4. Select OK.

Connect to Target

Target Server Name:

Connection Type: |WT)( v l
Task Priority: |99
Stack Depth: |32

Queue Size (# of messages): |1000

Polling Rate (in Hz): |5

L]

Verbosity: | 0 - Silent

Use Aux Clock

Restore Defau1t5| [ oK ] [ Cancel

NOTE: TCP/IP is used to connect the Performance Profiler to a target over Ethernet
when using a real target, whereas WTXis used when using the VxWorks simulator.
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5.  You should see the following window in Workbench:

E TGT-VxSim-UP@WindRivervM, Performance Profiler &2 =08
Routine Cumulative Indirect % Max Indirect %
I (vxWorks) : [0x60179c68] 100.00 100.00

6. Theapplication is now ready for execution. Start the application by clicking on
the Resume U button in the Debug view.

% Debug =8
1] B3 2 e

< @ startDemo - 1-up-single-multi-th
= & SIMLINUX: VxWorks 6.6 (Task M
< @] tstartDemo : 0x65cfcees (!

= startDemo() - smpDemo

=" 0x60024fc0
| tStartDemo : 0x65cfceess

7.  When the application has completed, you should see the following output on
the simulator:

TGT-VxSIM-UP

File Edit Wiew Terminal Tabs Help
VxWorks SMP Demo - UP Single Thread [~]
Packet Index
”
3018 +
| *
| *
| *
2515 + *
|
| *
| *
2012 + *
| *
| *
| %
1509 + *
| %
| *
|
1006 + b
| *
| *
| *
503 + *
| w
| = ||
E
0 >
0 14 28 42 56 70 84 a8 112 126 140
TX buffer is sane Ticks =
Computation time = 105 ticks = 2.10 sec, 9 byte size, 12857 bvtes/sec
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NOTE: Results may vary depending on your host CPU type and speed, number of
cores, memory size, and system load.

8. Stop the performance data collection by selecting the Performance window in
the editor.

Performance Profiler Tab

[¢] smpDemo-multi-thread.c E TGT-VxSim-UP@WindRivervM, Performanc 2 =8

9. From the main menu, select Performance Profiler > Pause.

file Edit Refactor Navigate Search Project Analyze Run [E=gidguchls-idenicgl Target Window Help
Export
i Snapshot

n\ = Resume
@ Pause

The Performance Profiler should have the following status after you have
expanded the VxWorks entry:

Expand VxWorks Entry

Cumulative Indirect % Max Indirect %

Routine

- (vxWorks) : [0x60179c68]
(Idle Task) : [0xfffffffd] 100% analyzed 58.34 100.00
(Kernel State) : [0xfffffffe] 100% analyzed 0.06 0.81
> (tEncoder) : [0x60528980] 100% analyzed 40.67 100.00
I (tReceiver) : [0x60528da0] 100% analyzed 0.06 0.84
> (twdbTask) : [0x6038bc80] 100% analyzed 0.87 4.20

System View | Function View | Process View

This view tells us how much of the CPU time (in terms of percentages) was
allocated for each task in the system. In particular, the Max Indirect % column tells
us the maximum CPU consumption value over the sampling duration, so it
shouldn’t then surprise us that the sum of the totals in this column will exceed
100%. We use this figure in the investigation since it gives us a clearer postmortem
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view of where CPU resources were allocated during the sampling duration. You
can clearly identify that the most CPU-intensive task is tEncoder.

In fact, you can expand each task by clicking on the triangle on the left of the task
to see which functions in the task are doing most of the application work:

Routine Cumulative Indirect % Max Indirect %
= (vxWorks) : [0x60179c68] 100.00 100.00
(Idle Task) : [0xfffffffd] 100% analyzed 58.34 100.00
(Kernel State) : [0xfffffffe] 100% analyzed 0.06 0.81

= (tEncoder) : [0x60528980] 100% analyzed 40.67 100.00
= wxTaskEntry (vxWorks) 40.67 100.00

= encoderTask (1-up-single-multi-thread.out) 40.67 100.00

Q doEncoding (1-up-single-multi-thread.out) 40.62 100.00

prime (1-up-single-multi-thread.out) 0.06 0.80

I (tReceiver) : [0x60528da0] 100% analyzed 0.06 0.84

P (tWdbTask) : [0x6038bcB80] 100% analyzed 0.87 4.20

System View | Function View | Process View

Notice that the doEncoding() routine is the most expensive in the tEncoder task.
This makes sense, because the CPU has to run an encoding algorithm, while the
receiver and sender tasks are just moving buffer pointers.
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5.4 Redesigning Your Application for SMP

After you have identified what portion of your UP application will benefit from
SMP, you need to redesign this part, and change it to be able to take advantage of
SMP. In this section you will:

*  Get an overview of design considerations for SMP applications.

= Learn about the API changes that you should be aware of when migrating
from UP to SMP.

5.4.1 SMP Design Considerations

Now that you have identified the most CPU-intensive task, you are ready to design
the SMP application. Since we found that tEncoder is the greediest task in terms of
CPU usage, it makes sense to replicate this task. This way a performance benefit
will be realized if these tasks can be scheduled concurrently on multiple cores.

Identifying the expensive /busy tasks in the code is essential for SMP design; these
are the areas where parallelism should be used to improve performance.

The following figure depicts the application’s SMP design:

Ingress data

CPUO

tReceiver task
Generate packets

CPU 0 CPUO

tEncoder tasks
Encode data Encode data

However, this redesign introduces a new problem: we now have two tEncoder
tasks competing for the same data.

In a single-core world, a typical solution is to disable preemption when a task
accesses a shared resource. Thus, when an encoder task accesses data from the
receiver task, the task disables the scheduler from preempting itself and starts a
critical section. When the task has finished retrieving data from the receiver task,
it re-enables preemption and this is the end of the critical section. This type of
mutual exclusion is referred to as a preemption lock, and is supported in VxWorks
UP by taskLock() and taskUnlock().
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5.4.2 UP-to-SMP API Changes

In VxWorks UD, task-locking routines are used by a task to prevent the scheduling
of any other task in the system, until it calls the corresponding unlock routine. The
typical use of these routines is to guarantee mutually exclusive access to a critical
section of code.

This mechanism would be inappropriate for a multiprocessor system, which is
why routines like taskLock() and taskUnlock() are not supported on VxWorks
SMP. When such an unsupported API is used on an SMP-enabled kernel, the
VxWorks dynamic linker will complain about unresolved functions.

For task locking, VxWorks SMP provides the alternative taskCpuLock( ) routine
for situations where all tasks taking part in the task-locking scenario have the same
CPU affinity (bounded to the same core).

However, note that this approach should not be used in custom extensions to the
operating system other than as a temporary measure when migrating the code
from UP to SMP, since it limits the ability for the OS to effectively balance the
workload across cores.

Ingress data

CPUO
tReceiver task

Synchronize access
with taskCpulLock API

CPUO CPUO

Generate packets

tEncoder tasks

Encode data Encode data
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5.5 Testing the Redesigned Application in UP Mode

In the previous step you identified what portions of your UP application will
benefit from SMP. You now need to redesign these portions, and change them to be
able to take advantage of SMP. Now you will test your redesigned application to
see if it runs properly in UP mode. This is an important step in UP-to-SMP
migration, since the first step to achieve parallelism is by multi-threading the part
that should run in parallel, and the easiest way to verify that the multi-threading
works properly is by testing it in UP mode.

In this section, you will see how to do this part by:

* Running a precreated redesigned version of the demo application that
implements the SMP design consideration (multi-threading) in UP mode.

= Learning how to use the Wind River System Viewer to determine if the
redesign of the application works as expected.

5.5.1 Running the Redesighed Application in UP Mode

To save time we have supplied a premodified version of the demo application
which implements the SMP design considerations using two encoder tasks. Follow
the steps below to run the new SMP application design (with two Encoder tasks)
on UP.

NOTE: Make sure the previous instance of the UP VxWorks simulator is closed! To
close it, simply left-click on the TGT-VxSim-UP entry in the Remote Systems view
to select it, then click the Disconnect ' button to close it.

1. Launch the simulator by selecting the TGT-VxSim-UP simulator name in the
Remote Systems view, and clicking on the Connect :¢ button.

48 Remote Systems &3 =08
B 1 | v

& | it 2

b Ef Local

i SMP-5IM (Wind River VxWorks 6.6)
42 TGT-VXSIm-UP (Wind River VxWorks &

46



5 VxWorks UP to SMP Application Migration
5.5 Testing the Redesigned Application in UP Mode

2. From the Project Explorer view, expand the UP-To-SMP-Migration-Demo
project and the Build Targets item within it.

Right click on the first project, 1-up-single-multi-thread.

Select Debug Kernel Task from the context menu.

[+ Project Explorer 3 =0
B = av T

< 2 UP-to-SMP-Migration-Demo (Wind
E/\ = [fiy Build Targets (SIMLINUXgnu - de
» i 1-up-single-multi-thread (1 & Edit Content...
b [8 2-smp-unsafe (2-smp-unsal @ Add Virtual Folder...
b [8 3-smp-safe (3-smp-safe.ou
b B graphLib (Wind River VxWorks ¢
b B vw_curses (Wind River VxWork
b 4 Binaries

= Copy Ctri+C
Rename F2

P @ Includes ¥ Delete Delete

b (@ PPC32gnu
[« ] | [i  OpenWorkbench Development Shell...

** Build Target
= Rebuild Target

#* Build Project shift+Ctri+A
2 Rebuild Project

Build Options 4
¥ Download...

n\ @ Run Kernel Task...

% Debug Kemel Task...

Linker - Options
Properties Alt+Enter
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5. In the Debug dialog, verify that Arguments is set to numOfPacket=3000
sizeOfPacket=9 numOfTask=2.

NOTE: The numOfTask argument is now set to 2 rather than 1.

6. Select Debug. This will launch the application, and you should see the source
file in Workbench editor, and that the application is stopped in the Debug view.

x|

|'- e Debug
Create, manage, and run configurations . w
3 B e
0B % B X Name [sranDemu - l-up-single-multi-thread.out - TGT-VxSIM-UP ]
filter rex = —
[ I EbMain Downloads ** Projects to Build ﬁ Debug Options T%/ Source | - Common
£2 Antach to Target Connection
[E]C/C++ Attach to Local Applicat Connection to use [TGT—VxSIM—UP flocalhost) : l [} Hide unconnected
[€] C/C++ Local Application
Properties Add... TGT-VxSIM-UP is connected for running Kemnel Tasks.
[£] C/C++ Postmortem debugger
< Gy Kemel Task Kemnel Task to Run
¥, stantDemo - 1-up-single-mu Entry Point [srar‘rDemo ] IBrowse.‘.l
% Launch Control
% Launch Contro
Arguments: [numOﬁ:’acker:EOOD sizeOFacker:Q@noﬁas@ I
% Process on Target
@ RTP on Target Priority: [100 I
Stack size: [0x20000 |
Advanced Options [ ] I Edit. I
€3 E—m— D) [ aooy | Revet |
Filter matched 9 of 9 items
@ Debug l I Close 1

5.5.2 Using the Wind River System Viewer

The Wind River System Viewer is the run-time analysis tool for device software
developers who need to inspect the dynamic behavior of a system in order to detect
run-time problems and improve system performance.

The System Viewer logs system events during execution in real time and then
displays system events and task states in a graphical display that is intuitive and
informative. There are two types of events that can be captured by the System
Viewer:

= System events — such as a semaphore acquisitions, or task states changing from
running to pending.

= User events — these events are configured by a user and can also include
customized strings.

See the System Viewer documentation for more information about the tool’s
capabilities.
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1. To launch the System Viewer, right-click on TGT-VxSim-UP in the Remote
Systems view.

2. From the context menu, select System Viewer Configuration.

45 Remote Systems 2

'

& &]
iz SMP-STV TWING RIVED VXWOrkKs b.b)

~ ¥ TGET-VxSim-UP (Wind River VxWorks

= % SIMLINUX (VxWorks 6.6)
b & Kernel Tasks
b & Real Time Processes

i, Target Mode

I} Disconnect '"TGT-VxSim-UP'

L System Viewer Configuration /H

+ %% Wind River Target Debugger (Win %, Triggering

<% Connect Memory Analyzer

E" Connect Performance Profiler

@ Connect Function Tracer

8 1-up-single-multi-thread.ou [ Connect Code Coverage Analyzer
N wwWhrks N¥G5RTARR - Sumh e Connect Data Monitor

4]

3. The following view will appear in the Editor area:

B, TGT-VXSim-UP@WindRivervM 3

guration Summary
v Event Logging Level
% Upload Mode

¥ Upload Method

Configuration Summary

Config Item Value

< Event Logging Le
Context Switcl

+ Upload Mode
= Deferred Uploz

]

J& Configuration | Jp, Log Manager Jfa Analysis View Selection
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4. The default buffer size to store the System Viewer events is 32KB. To ensure
that all data is captured, we need to enlarge the buffer. Select Upload Mode.

5. Use the Buffer Size control to adjust the size to 1024 KB.

I TGT-WR-VXSIM-SMP@WindRivervM 23 =

J& Configuration Sum
¥ Event Logging Ley

Upload Mode Configuration

: Please select the log collection mode
+ Upload Mode

¥ Upload Method

Upload Mode Selection

[ Deferred Upload v

The log will remain on the target until the user specifically requests
uploaded. In the event that the buffer on the target becomes full,
turned off automatically. If the circular buffer option is selected, log
after the buffer is full. In this situation, the oldest data in the buffel
overwritten by new data as it is collected.

Deferred Upload Buffer Configuration

[] Use a circular buffer

Selecting this option will enable the log buffer's circular mode. Ong
has been filled, logging will continue and the oldest data will be ove
the most recent data will be stored in the buffer.

[] Overwrite the current target log when logging starts.

This option forces the re-use of an existing target buffer. If this of
selected, a number of logs will be stored on the kernel up to the
by the WWV_MAX_LOGS parameter.

Automatically upload the log to the host when logging stops.

<]

EmD O [ D

J4 Configuration | Jh, Log Manager | J Analysis View Selection
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Using System Viewer Triggering

Triggering starts and stops diagnostic data collection upon invocation. For
example, assume your application is very long with thousands of events; however,
you are interested only in one small section of the application execution. With the
help of triggering, you can configure the tool to start the data collection on only a
small region of the application. To get the most out of the System Viewer, you will
use a predefined triggering file. This will focus the System Viewer data collection
on the interesting area of the execution. The interesting portion of the application
is the encoder task’s lifetime.

Follow these steps to start a triggering file:
1. Right-click on TGT-VxSim-UP from the Remote Systems view.

2. From the context menu select Triggering.

44 Remate Systems &2 =  Target Tools 5
i, Target Mode »

£ & &l

FE SVIP=STIV (WING RIVEr VXWorks b.6) | 7 Disconnect TGT-VxSim-UP'
~ &2 TGT-VxSim-UP (Wind River VxWorks i System Viewer Configuration
- %1 Wind River Target Debugger (Win \«, Triggering

= & SIMLINUX (VxWorks 6.6) =8 Connect Memory Analyzer
b & Kernel Tasks £ Connect Performance Profiler
I & Real Time Processes 23 Connect Function Tracer

%) 1-up-single-multi-thread.ou ] Connect Code Coverage Analyzer
59 wxWinrke N¥asaTARA - sumb £° Connect Data Monitor

4] I [

3. A new Triggering entry is now added to Workbench.
4. C(lick on the new Triggering entry and select Open.

Device Debug - Tsiggering (TGT-VxSim-UP@WindRiverVM)

m v | aFBOR|& @ TFeleh Oy ese @
! . [J Refresh Periodically
& & =3 [»] ko [1T]

[(5 Project Expl 2 2 Debug Symb | = O (0]
= = Save As...

S = © Start Triggering
= & UP-to-SMP-Migration-Demo (Wind R

= [ify Build Targets (SIMLINUXgnu - debt

» Fi 1-up-single-multi-thread (1-up

b [# 2-smp-unsafe (2-smp-unsafe.o

Y% New Trigger

b [8 3-smp-safe (3-smp-safe.out)

[ [Tl SRR LU F I S ' R
(1] | [+)

£y Import...
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5. Inthe Open Trigger File dialog, browse to
/WindRiver/workspace/smp-demo-source.

Select the startTrig.trig file.
Click OK.

' Open Trigger File |

l WindRiver [:mp-dnma-!urc:D {

Places Name v  Modified i
|l Search B starTiigtrig 01/31/2008

8 fedora
= Desktop 6
] File System
[=] Floppy Drive
(©) MickeyT

(@) wreval

= RALLY?2

workspace

v
W

Add ‘ | Bemove

| X cancel || Dok |

8. Click on the Triggering menu item

9. Select Start Triggering. This will arm the trigger.

File Edit Refactor MNavigate Search Project Analyze Run Triggering Target Window

& Refresh

[ Refresh Periodically
% Duplicate Trigger(s)
&% Open...

Save As...

n/ Stop Triggering
“# New Trigger
% Edit Trigger

=te Trigger(s)
" Rename trigger

Reconnect to Target
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10. Start the application by clicking the Resume " button in the Debug window.

%> Debug 22 = B8
p ;

IS BE 23Rl EF
- O startDemo - 1-up-single-multi-thread.out - TGT-WR-V*

< o SIMLINUX: VxWorks 6.6 (Task Mode)
~ &) tStartDemo : 0x65cfceed (Stopped - Breakpoint

= startDemo() - smpDemo-multi-thread.c:163

=" 0x60024fc0
e tStartDemo : 0x65cfceed

11.  When the application has completed, you should see the following output on
the simulator:

TGT-VXSIM-UP
File Edit View Terminal Tabs Help
VxWorks SMP Demo - UP Multi Thread (4]
Packet Index
A
3018 +
| a
| *
| [
2515 + *
|
| [
| =
2012 + a
I *
| a
| *
1509 + a
| %
| @a
|
1006 + ®
| [
| ®
| a
503 + * L
| *
| @
I'k *
0 5 + L 5 I L L 5 + L PR
0 14 28 42 56 70 84 98 112 128 140
TX buffer is sane Ticks
Computation time = 102 ticks = 2.04 sec, 9 byte size, 13235 bytes/sec i

The asterisk (*) indicates data processed from the first encoder task, while the at
sign (@) indicates data processed from the second encoder.

NOTE: Results may vary depending on your host CPU type and speed, number of
cores, memory size, and system load.
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Displaying System Viewer Results

You can learn more about the program execution from the System Viewer. To view
the execution events in the System Viewer, follow these steps:

1. Click on System Viewer Configuration tab.

Fle Edit Refactor Navigate Search Project Analyze Run System Viewer Configuration Target Window Help

| m rav B AFBRDE R | @ s pvovar | e sSe |9 | vi
o osnxa

J v Flv e o

[t5 Proj 22 =0

=

_ [¢] smpDero-smp-non-safe 1& TGT-WR-VXSIM-SMP@Win W”g =0

Refresh Controls =

Refresh every |1 | \ second(s) | Refresh Now

‘Target Data Overview for Event Log 0x65d0ff40

& = e
< Hup-to-smi—|
< iy Build Ta

> (& 1-up-

b [E 3-sml

b B graphLit

b B vyw_cure

b 4 Binaries

b @l Includes =)
4| »

More Detail ==
HRe 33‘ JI& Configuration | Ji. Log Manager| fa Analysis View Selection

Current Buffer Content 786,422 bytes (0xbfff6)
Total Buffer Size 786,432 bytes (0xc0000) 1

1]

2. When the System Viewer configuration window is displayed, a new System
Viewer Configuration menu entry is added to Workbench.

Fle Edit Refactor Navigate Search Project Analyze Run @ystem!iewerCunﬁguratiuDTarget Window Help

| # o~ o AF BB R & (e (vovar | TS e @@

3. From the menu select System Viewer Configuration Upload This Event Log.

Device Debug - System Viewer Configuration (T GT-WR-VXSIM-NONE-SMPd
Fle Edit Refactor Navigate Search Project Analyze Run [lEE-iiiVEseinilclalny Target Window Help

Start Logging
© Stop Logaing

n\ 4h Upload All Event Logs
¥ Delete This Event Log

Configuration

Target
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4. The following window appears:

File

/home/demo/HostReadEventLog.22-Feb-2008.05-55-18.wvr - Wind River System

Yiew Bookmarks Tools Help

-

B 1retn (QxE0Skhc10)
B ipcom_syslogd (0xE0h2 7740
W tajnloTaskl (0xE0922208)
= tAiniat (0xE09a2 0100

B 1Sender (DxE0LE0C10)

W 1ReceiEr (0XE0C5H0CE

» tStartDermo (OxE5 cioeed)

& tEncocer (OxE0da4500)

P 1Graph (Ox60RE07HE)

B trgActDef (%65 cii9Ta)

& {Encoder (0x60dad 170)

B HUREUTTM gr (0%60C25 160)

=+ idle

<

I T
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Using the System Viewer to Understand the Execution of the Redesigned Application
» Tasks are listed on the left side; a solid line represents an execution. You can
see and trace the execution at each millisecond of execution.

* The execution radar is located at the top of the graph and highlights the
current area shown in the graph.

/home/demo/HostReadEventLog.22-Feb-2008.05-55-18.wvr - Wind River System

File VYiew Bookmarks Tools Help

Execution 16k
Radar

B[ & &R fox [~[H2 0] 513y

T2 Event Graph 2| [5] Event Table I3

Event Graph

Tab r B thletd (0xE03h0c L0}

B ipcom_syslagd (0xE002 7740
W tajnloTaskl (0x609a2208)
b LAIDWAT (OXE09EZ 0100

B tSender (DxE0hE0C10)

® tReceiver (0x600500cE) Task Execution

& tEncocler (OxE0da4500)
= 1Graph (0x60RE07AE)
B trgActDef (0x65 cii9Ta)

& {Encoder (0x60dad 170)

L B HUREUTTM gr (0%60C25 160)
»

idle

o I [v]
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Extending the System Viewer Display Area

= To enlarge the execution display area click and drag the radar to the right:

E /home/demo/HostReadEventLog.05-Mar-2008,21-50-14.wvr - Wind River System Vi =

File Yiew Bookmarks Tools Help

BEE
All Events |V| <9| | IE‘ III

4]
I!_;&'L' R

H_E\tem | B Event TaTmr—ids

B[ & & &sx ||z o] ]

””"_"::“III“ IIHIII.T!”IIIIIIIEIiI”II”IIE;”II”IIl']I_I!:ZIHII”II'_]I_!_]_“““Il]I_éHIHH T

Event Tapome—r

= taioiiait (0xE09a2010)
= 1Sender (0x65002 010
B tEncoder (0x65d02720)
B tStartDerno (XG5 cfres)
= tEncoder (0x65003 300}

Event Graph = tGraph (Ox65Ci2 10)
Tab & trgActDer (0x65 cfdorE)

q Il | [v]

[T T T os566ms - 387.495ms

Yiew Bookmarks Tools Help

EYEIC)
[»[]]

ESEREI Y

B [@aafx [+]=

T y )

I Event I'z Event Table &3

[

= 1Al (0x609a2010)
B 1Sender (OX65002010)
B tEncoder (0x65 0027200

B tStartDerno (XG5 cfeed)

= tEncoder (065403 300)
B 1Craph (OXE5Cfd3 10)

= trgActDefl (0X6S cfd9ra)

q Il | [v]

[ T T [ oooosess - 71689245
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Identifying System Viewer Events

Notice that there are two encoder tasks. The numbers in the parentheses are the
task IDs. The encoder tasks were busy most of the time, and the CPU bounces
between executions of these tasks. The critical section has increased in the new
SMP design, because the same data structure is shared between two encoder tasks.
The application code generates a user event at the entry point of the critical section.
This event is captured by the System Viewer and marked in the graph as V1. Each
event is represented as an icon in the System Viewer graph; in addition, all events
are listed in an event table.

1. Click on the Event Table tab to switch to event table list.

2. Browse through the events in the table and identify a user event. User events
can also include strings that are displayed in the table. Each time a user event
is generated, the index of the buffer is saved in the event object. These strings
can be seen in the event table.

River System Viewer

¢ Ji HostReadEventLog. 04 - ar= e

9 &£ Imerrupts

£ Interruptds

£ Interrupt14

¢ & wxkernel (0X60177930)
= t)ohTask (0¥60384480)
= 1ExcTask (0x6018427¢)
= tNhioLog (O¥60388290)
= 1LogTask (0x60391c38)
= 15hell0 (0605 1da78)
= tidhTask (0x60389820)
= ipnetd (0¥60281620) ]
W ipcom_syslogd (0x60443581 |
= taialoTasko (Dx6040daz8) |
= thet0 (0x6043 1a70) ]
= taialoTaskl (Dx6040d740) |
B tajoliait (0x603er9as)
= tsender (Ox605d7718)
= 1Craph (0¥60529198)
= trgActDef (0x605983b8) |
= tStartDema (0x61700860) ||
= tEncoder (0x60507cc0) 1
= IRBUIMAr (0%60539668) |
= tEncoder (0x60550000)
B tRecelver (0605472 18)

=+ idle

) Event 1 buffer# O

<] i 7] D

Event count: 9777 I [ [
¥

[ 0.000173s - 14457325 1
i
4

User Event Entry l'.

1 hufferd O

tEncoder
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3. Inorder to establish a link between a specific event to an icon of that event in
the execution graph, double-click on the event to highlight it.

J? Event Graph 2

¢ Ja HostReadEventlog. 04-Mar-2008 Timestamp (s Parameters

9 ff Interrupts ‘
.Flmerrupllts
.Flmerrupllrt

9 & wkernel (0xE01779Z0)
= 1jobTask (0xE03B4480)
B 1EurTask (OxE0184270)
= 1hbiolog (0xE0388250)
B tLogTask (0xE0301c38)
B (Shalld (0xE05 1da7 s
o tiidbTask (DxE03E9820)
B ipnetd (OxGEOZE1620) ]
B iprom_syslogd (0xE0443581 |
-

Rl T e s em A ARy |

4. In the Event Properties/Search dialog, click Close.

|.-- Event Properties/Search - HostReadEventLog.04-Mar-2008.09-05-56.wvr - Systerr %]

Event B u:ori0i25535) - |1 M o Next

. Prev
Container: ‘tEncoder(OxBOSd?ccO) HD
CPU Number: ‘o |v‘ I
oners | =
fme Asame

Parameters:
PC=0x00000000
data=task-0 Ewvent 1 buffers# 0

Event printout

To search, set search criteria then press Mext ar Prew buttan

Notice that a red arrow dot was added to the System Viewer radar.
Click on the Event Graph tab.

7. Zoom in with the Zoom button. The graph now shoes a more detailed area of
the execution.

il /home/fedora/HostReadEventLog.04-Mar-2008.09-05-56.wvr - Wind River System Viewer

File View Eookmarks Tools Help

al-+2 Manens <|o = E ala/a [~]3)3

T4 Event Graph “ &3 Event Table G2
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8. Move the cursor over the user event icon and notice that the event’s string is
displayed on the bottom-left side of the graph.

9. Notice that the color of the task changes from green to red as the task enters
the critical section.

J2 Event Graph 22| [ Event Table I3

B 1NETO (DxE09hh10)

» ipcom _syzlogd (0x60h2 7740
B 1ajoloTask] (0x609a2208)
= 1ajpivait (xE09a2010)

= 1sender (D¥60RB07HE)

B StanDermn (0x65 cfrees)
» 1Encoder (0x60030af8)

B 1Encader (0xE0HT A0

= 1Graph (0x65c1d3 10)

B 1Receiver [0x6007a4a8)

= 1raactDer (0X65 CTdarE)

= 1LREUfMgr (060025 160)

P idle

4 Il [»]

In the figure above, the arrows point to the critical section, the critical section in this
application begins when one of the Encoder tasks retrieves data from the Receiver
task. Since the status of the task is changed from running to running+locked, the
color of the task’s execution line changes from green to dotted red.
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5.6 Testing the Redesigned Application in SMP Mode

In this step, you will enable multicore and run the application. This means that two
or more tasks can run concurrently. Thus, if the application depends on implicit
synchronization—for example if synchronization is based on task priority—then a
race condition will exist, leading to unpredictable behavior.

5.6.1 Running the Redesignhed Application in SMP Mode

Follow these steps to run the new SMP application design (with two Encoder
tasks) on SMP. This time you will use an SMP-enabled simulator.

As in the previous part, here we have also supplied a premodified version of the
demo application in order to save time. Follow these steps to run the new SMP
application design (with two Encoder tasks) on SMP.

NOTE: Make sure the previous instance of the UP VxWorks simulator is closed! To
close it, simply left-click on the TGT-VxSim-UP entry in the Remote Systems view
to select it, followed by pressing on the Disconnect ¥ button to close it.

1. Launch the simulator by selecting the TGT-WR-VXSIM-SMP simulator in the
Remote Systems view and clicking on the Connect ¢ button.

5 Remote Systems I3 =8

t
%
i

b Ef Local

Il TGT-VxSIm-UP (Wind River VxWorks 6.6)
42 TGT-WR-VXSIM-SMP (Wind River VxWor
8 WRICE_MPC8641D (Wind River Standalc
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In the Project Explorer view, expand the UP-To-SMP-Migration-Demo and

2.
the Build Targets item within.
Right click on the second project, 2-SMP-unsafe.
In the context menu, select Debug Kernel Task.
[ Project Explorer &2 =8

n K

SRR =S A S
~ 22 UP-to-SMP-Migration-Demo (Wind |~
T = i) Build Targets (SIMLINUXgnu - de

b (8 1-up-single-multi-thread (1-

b B graphLib (Wind River vxWorks

a I | [

» Fi 2-smp-unsafe (2-smp-unsa Lﬁ e e T

||f"
b 3-smp-safe (3-smp-safe ou (= Add Virtual Folder...

b B vw_curses (Wind River VxWork =1 Copy Ctri+C
N Jaste Ctri+v
b #% Binaries Fa i3
. Rename F2
I & Includes e
b (8 PPC32gnu o
& g ¥ Delete Delete

Open Workbench Development Shell...

2
L)
=l

had
(=]

=l

»
%
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Build Target

Rebuild Target

Build Project Shift+Ctri+A
Rebuild Project

Build Options 4

Download...

Run Kernel Task...
Debug Kemel Task...

Linker - Options
Properties Alt+Enter
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Create, manage, and run configurations ﬁ\'
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In the Debug dialog, verify that Arguments is set to numOfPacket=3000
sizeOfPacket=9 numOfTask=2.

Select Debug. This will launch the application, and you should see the source
file in Workbench editor, and that the application is stopped in the Debug view.

Debug x|

B X B P

Name: [5tan'[)emn - 2-smp-unsafe.out - TGT-VxSIM-SMP ‘

~ % Kernel Task

% Process on Target
% RTP on Target

filter ts i v T e . 3
[ ] Qﬁam _ ) Downloads | ** Projects to Build| %* Debug Options | % Source| = Common |
9 Attach to Target ~Connection
[€1C/C++ Attach to Local Application Connection to use: ITGT—VxSIMfSMP (localhost) < l [[] Hide unconnected
[€] C/C++ Local Application .
Properties Add... | Connect | TGT-VxSIM-SMP is connected for running Kernel Tasks.
[€] C/C++ Postmortem debugger —_—

% startDemo - 1-up-single-multithread.out - Tt

tartDemo - 2-smp-unsafe.out - TGT-Vx5SIM

3 Arguments: [numOﬁ:'acket=3ﬂGU sizeOfPacket=9 numOfTask=2 I
@ startDemo - 3-smp-safe.out - TGT-VxSIM-SI i:\
‘. Launch Control Priority: [100

‘Kemel Task to Run

Entry Point: [sra.lﬂemo I |Bmwse,..|

Stack size: [0x20000 |

Advanced Options: [ I [ Edit... I

@

Filter matched 11 of 11 items

@
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5.6.2 Using the Wind River System Viewer

Starting the System Viewer

1. To launch the System Viewer, right-click on the TGT-VxSim-SMP from the
Remote Systems view.

2. From the menu select System Viewer Configuration.

F Remote Systems &2 = 0| [¢ smpDemo-multi-thread.c E TGT-VxSim-U
~ || Routine

New 3

& &7 2 —

= - Go Into
b Ef Local
n\ 18 TGT-VxSim-UP (Wind River VxWorks 6.6) | Download...

= TGT-WR-VXSIM-SMP (Wind River VxWorks§y J; »
< 2 Wind River Target Debugger (Wind Rivi 45 Debug 3

= % SIMLINUX (VxWorks 6.6)
P &® Kernel Tasks
I &® Real Time Processes & Refresh F5

5 vxWorks:0x973caal - Svmbol file
(<1 | [»

FH Show in Table

Reset connected Target
Kill Target Server
Show Target Server Log...

Target Tools ]
i, Target Mode 4

17 Disconnect 'TGT-WR-VXS5IM-SMP'

E\ I} System Viewer Configuration

‘, Triggering

=% Connect Memory Analyzer

E Connect Performance Profiler

¥ Connect Function Tracer

[ Connect Code Coverage Analyzer
2 Connect Data Manitor

] Refresh Properties...
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3. The following view will appear in the Editor area:

Iy TGT-VXSim-UP@WindRivervM 3 =0
LA N EEEETNERS | configuration Summary
v Event Logging Level
% Upload Mode
¥ Upload Method

Config Item Value
< Event Logging Le
Context Switcl
+ Upload Mode
= Deferred Uploz
J& Configuration | Jp, Log Manager Jfa Analysis View Selection

4. Again, we need to enlarge the buffer; otherwise there will be insufficient space
to log all the events. Select Upload Mode.

5. Use the Buffer Size control to adjust the size to 1024 KB.

T4 TGT-WR-VXSIM-SMP@WindRivervM &3 =g

J& Configuration Surm| y5j0ad Mode Configuration r

¥ Event Logging Lev )
n\ - Please select the log collection mode
+ Upload Mode

+ Upload Method Upload Mode Selection

[ Deferred Upload S

-

The log will remain on the target until the user specifically requests
uploaded. In the event that the buffer on the target becomes full,
turned off automatically. If the circular buffer option is selected, log
after the buffer is full. In this situation, the oldest data in the buffel
overwritten by new data as it is collected.

Deferred Upload Buffer Configuration
Buffer Size: [32KB ¢ \H
[ Use a circular buffer

Selecting this option will enable the log buffer's circular mode. Onc
has been filled, logging will continue and the oldest data will be ove
the most recent data will be stored in the buffer.

[] Overwrite the current target log when logging starts.

This option forces the re-use of an existing target buffer. If this of
selected, a number of logs will be stored on the kermnel up to the nj—
by the WV_MAX_LOGS parameter.

Automatically upload the log to the host when logging stops.

-

o EED O | D

T4 Configuration | dp. Log Manager| J& Analysis View Selection
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Using System Viewer Triggering

Start a triggering file as follows:
1. Right-click TGT-VxSim-SMP in the Remote Systems view.

2. In the context menu, select Triggering.

5 Remote Systems 2 =0 |
-]
New 3
- N
< b = Go Into
b Ef Local

n\ 8 TGT-VxSim-UP (Wind River VxWorks 6.6) © 2ownload..
TGT-WR-VXSIM-SMP (Wind River VxWorks © Run

< 1 Wind River Target Debugger (Wind Riy % Debug »
= % SIMLINUX (VxWorks 6.6)

P & Kernel Tasks
I g® Real Time Processes ) Refresh F5

[H Show in Table

I wxWorks:0x973caal - Svmbal file - )
[<] 11| | N Rename... F2

Delete... Delete

Reset connected Target
Kill Target Server
Show Target Server Log...

Target Tools »
i@, Target Mode 3
Connect

I+t Disconnect 'TGT-WR-VXSIM-SMP

n\ Ik System Viewer Configuration
=& Connect Memory Analyzer
£ Connect Performance Profiler
i Connect Function Tracer
[F] Connect Code Coverage Analyzer
[% Connect Data Monitor
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3. Anew Triggering menu entry is added to Workbench. Select this new entry.

4. Select Open.

L Device Debug - Triggering (TGT-VxSim-UP@WindRivervM)
File Edit Refactor Navigate Search Project Anal Run Ll Cllel Target Window Help
) & Refresh
| B rov BleaFrmBR || n Grefresh o a m e g |
[] Refresh Periodically
= | o L. REC S
JQ B B o W W XX ”J % Duplicate Trigger(s)

[f5 Project Expl 52 . % Debug Symbw =0 & Open...
= = Save As...

2 e o
- @ Start Triggering
~ & UP-to-SMP-Migration-Demo (Wind R~ Stop Triggering

~ [y Build Targets (SIMLINUXgnu - debt ‘% New Trigger

Fi 1-up-single-multi-thread (1-up “yy Edit Trigger
b [ 2-smp-unsafe (2-smp-unsafe.o # Delete Trigger(s)
b [E 3-smp-safe (3-smp-safe.out) W% Rename trigger
N oo EEte.n oo P oo - Reconnect to Target
(] 111 [ D = =
; S £y Import...

5. In the Open Trigger File dialog, browse to
WindRiver/workspace/smp-demo-source.

Select the startTrig.trig file.
Select OK.

L Open Trigger File x

l WindRiver [:mp-damn-!nurc:D {

Places Name ~  Modified i

|l Search B starTig.trig 01/31/2008

workspace

& fedora

& Desktop

[ File System
[=] Floppy Drive
(@ MickeyT

(@) wreval

] RALLY2

Add ‘ ‘ Bemove

| X cancel || Dok |
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8. Select the Triggering menu item again.

9. Select Start Triggering, which will arm the trigger.

Fle Edit Refactor MNavigate Search Project Analyze Run [BEL[EEREH Target Window

# Refresh |
[ Refresh Periodically |

| & Open...
| save As... {
n\ » Start Triggering

i uev..r- Trigger

10. Start the application by clicking on the Resume [ button in the Debug view.

%r Debug =0

1] 2 R = I
= G startDemo - 2-smp-unsafe.out - TGT-WR-VXSII
< & SIMLINUX: VxWorks 6.6 (Task Mode)
< @ tStartDemo : 0x60a85658 (Stopped - Bre
="0x6002d094
g tStartDemo : 0x60a85658

NOTE: This demo shows an unsynchronized scenario, in which two tasks access
the same resource at the same time. As a result, the execution may occasionally fail
due to a memory segmentation error. If the simulator is not responsive for more
than 30 seconds, disconnect from the simulator and start again from step 1.
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11.  Note that the application now generates some errors in the form “index X,
packet is missed.”

12.  When the application has completed, you should see the following output on
the simulator.

TGT-VxSIM-SMP

File Edit View Terminal Tabs Help
Vxliorks SMP Demo - SMP Unsafe [~]

Packet Index

3018

2515

2012

1509

1006

503

p o e ok e o e o e o — —— o — — — >
(=]

0 14 28 42 56 70 84 98 112 126 140
TX buffer is corrupted !!! Ticks [ Wl
in index 1175, packet is missed
in index 1217, packet is missed ﬂ
in index 1592, packet is missed
in index 2430, packet is missed
in index 2660, packet is missed
in index 2666, packet is missed
in index 2678, packet is missed
in index 2758, packet is missed
in index 2999, packet is missed

Computation time = 79 ticks = 1.58 sec, 9 byte size, 17088 bvtes/sec

(<]]

NOTE: Results may vary depending on your host CPU type and speed, number of
cores, memory size, and system load.
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Analyzing New SMP Errors with the System Viewer

Notice that the application complains that one or some buffers are missing. In the
example above, packet number 324 is missing. You may have other missing buffers
in your execution.

1. Launch the the System Viewer by selecting System Viewer Configuration
from the main menu and select Upload This Event Log from the sub-menu.

Device Debug - System Viewer l:onﬁguratmn (TGT-WR-VXSIM-NONE-SMPd

Fle Edit Refactor Navigate Search Project Analyze Run [ | Target Window Help

© Stop Logging

n\ 4f1 Upload All Event Logs

2. C(lick on the Event Table tab. This will help you to focus the view on a
particular event, as there are thousands of events during the execution.

3. Browse to an event where an error had occurred. For example if an error
message indicates that buffer 308 is missing, look for an event with 307 in its
parameters. Double-click the event.

T4 Event Graph E3

¢ Ji HostReadEventLog.05-Mar-2008. 1)
¢ £ Interrupts d
£ Interrupt4s
¢ £ Interrupz2
£ cpu_o
£ cpul
£ interrupt14
¢ & wxKernel (0x6018dng8)
= {jobTask (0x605d42a0)
= iExcTask (0x501aG2a4)
= thhiolog (0x60SH8010)
L3 tLogTask (Ox609Tdc38)
= 15hello (0x50a7dI30)
= tichTask (0x60bh1as0)
= ipnetd (0x60bBAS50)
= tajoloTasko (0x509M0010)
= Neld (Dx60a01c10) i
& taoloTaskl (0x605ec308) |
» incom_syslogd (0x60070bE! |
= taipiirait (160Sec010)
= sender (0065 40MBCE)
= Encoder (065 d0fas0)
= tEncoder (0xE0hd4040)
> idlefcpu_0 (0xE098c048) — R—— - p — 1
B idle/cpu_1 (0x605a4000) ] = - - - —

Timeol
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4. Notice that a red-dotted line is shown on the System Viewer radar.
5. Click on Event Graph.
6. Zoom into the selected event.

Let’s examine some the result and learn more about the System Viewer’s SMP
capabilities:

7. Zoom into the selected event. The numbers below the task execution represent
the core on which the task was scheduled. In the figure below, the tEncoder
task with the ID 0x65d0fa60 was executed on core 1, while the tEncoder task
with the ID 0x60bd4040 was executed in core 0.

8. Every core is annotated with an under bar color drawn under the main
execution line. The System Viewer can show events from 32 cores running
concurrently and each core can be colored, which helps to follow the task
execution in each core. Thus, you can tell at any point in time which core
executed which task.

9. Thecritical section in this application is colored in red, because of the task state
change from running to running+locked due to the taskCpuLock() call.

10. If you look carefully, you can notice that two cores execute the critical section
at the same time. Only one task can by running its critical section at any time
(unless a count semaphore is used). Thus, the data is corrupted because two
tasks access the same data at the same time.

[@[al-[3] Mareems  [~]o] o [« ] ]+ = @@ [~z
d||

1
J2 Event Graph 2| & Event Table 3

| »

B ipnetd (0x60b8d950)
B t4inloTasko (0xE09FO010)
= et (0xE0a01c10)
B tiinloTaskl (0xE09ec208)
» ipcam_syslogd (0x&e0b7bhEC
B taj0Wait (0xE09ec0lo)

= 1Sender (Oxssuorscaq

w tEncoder (0x65 d0fas0)

B tEncoder (Oxe0bd4i40)

W idlefcpu_0 (0xE098c048)

4] i I [ »]

=[ | | 3.183635s - 3.184733s
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Understanding the Problem and its Solution

The problem is that taskCpuLock() only disables preemption for the core on
which it is executed, and not on all cores. Thus, when one tEncoder task accesses
the critical section, the other encoder task can be scheduled on a different core even
though it called taskCpuLock(), because taskCpuLock() only applies to the core
on which it is running.

If both tasks access the same data from the receiver task, the data will in all
likelihood be corrupted, which is what we’re seeing here. This is a common
problem in developing systems with concurrency.

To fix the problem, we'll use a spinlock instead of taskCpuLock(). Spinlocks
provide a facility for short-term mutual exclusion and synchronization in SMP
systems. A task running on any one of the cores that acquires a spinlock gains
exclusive access to the critical section it protects. When the task is done with the
shared resource, it releases the spinlock. In the meantime, any other running tasks
(on other cores) trying to access their critical section will wait to acquire the
spinlock, and spin idly while checking for spinlock to become available.

1. You can see the code changes in the following figure; taskCpuLock() is
replaced with SPIN_LOCK_TASK_TAKE(), and taskCpuUnlock() is
replaced with SPIN_LOCK_TASK_GIVE().

[¢ C Compare Viewer o [ B o< | A W 4 B

[¢] UP-to-SMP-Migration-Demo/src/fencoder-smp-non-safe.c [¢] UP-to-SMP-Migration-Demo/src/encoder-smp-safe.c

258 * to the AVL tree is protected. On an SMP sy: 253 * a CPU really owns a spinlock, it is img|[«]

259 * 15 prevented by one task, other tasks runn: 254 * pf execution (task or ISR) that caused

260 * still can access the critical section; hent 255 * 15 not pre-empted until it releases the

261 * k) 256 * k) |:|

262 taskCpulock{]); 257 SPIN_LOCK_TASK_TAKE [&taskSynclock); |

263 /* taskLock();*/ 258

264 259 /* while we didn't reach the expected pach

265 /* while we didn't reach the expected packeygs, 260 if (vxAtomicGet(&g_current_key) < g_numOfR [+]
(4] | [+] (4] | D]

[¢ C Compare Viewer = [ B oo & @ g R

UP-to-SMP-Migration-...coder-smp-non-saNg.c UP-to-SMP-Migration-...c/fencoder-smp-safe.c

308 '}:'_" —  — — — \(| 288 vxAtomicInc (&g current] [+

309[ /* release the Lock */ 289 _ I _ -

o LLe T

310 taskCpulnlock(); \_[,__:L /* release the spinlock #*;

- 20

311 /* taskUnlock():*/ f:l'_]' SPIN LOCK TASK GIVE {&tESKS"},

312 2392 =

- } ) 203 ! g istics !

313 IE get statistics #/ f':';b S get statistics #; .

- ' 20

314 setEncoderInputBuffersize (encode f:"‘ fEtE”CUdE rInputBufﬂa:rSne(er

315 & get statistics * f”:IS _.ll’| get statistics #/

- . 0

316 incEncoderInputBuffercounter(en¢ 290  incEncoderInputBufferCounter =

CT T D CHIT D
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5.6.3 Running the Application in SMP Mode Using Spinlocks

To save time, we have supplied a premodified version of the demo application to
implement the use of spinlocks to solve the problem of the data corruption you
saw in the previous step due to the use of taskCpuLock() and taskCpuUnlock().
To run the new code that uses spinlocks, follow the steps below:

NOTE: Make sure the previous instance of the SMP VxWorks simulator is closed!
To close it, simply left-click on the TGT-WR-VXSIM-SMP entry in the Remote
Systems view to select it, then click the Disconnect # button to close it.

1. If the SMP simulator is not already running, launch it by selecting
TGT-WR-VXSIM-SMP in the Remote Systems view and clicking on the
Connect #* button.

45 Remote Systems 33 =m

£ |3 e 2|
Ef Local
2 TGT-VxSim-UP (Wind River VxWorks 6.6)

8 WRICE_MPC8641D (Wind River Standalc
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n b [E 2-smp-unsafe (2-smp-unsafe
» Fi 3-smp-safe (3-smp-safe.o [ Edit Content

> & graphLib (Wind River VXWorks . aqd virtual Folder...

VxWorks SMP
Evaluation Tutorial, 6.6

2. Inthe Project Explorer view, exp

and the UP-To-SMP-Migration-Demo project

and the Build Targets item within.

Right-click on the third project,

3-smp-safe.

From the context menu, select Debug Kernel Task.

[ Project Explorer 2 =0

A=

0 s 2 e

= 2 UP-to-SMP-Migration-Demo (Wind |~
= [ Build Targets (SIMLINUXgnu - de
b [B 1-up-single-multi-thread (1-u

b B vw_curses (Wind River VxWor

P #% Binaries (= Copy ctite
b &l Includes Paste Ctr+v
} Rename 3
b X PPC32gnu .
al i | Move...
¥ Delete Delete

Open Workbench Development Shell...
** Build Target
2 Rebuild Target

** Build Project Shift+Ctri+A
2 Rebuild Project

Build Options 4
W Download...

n\%

Run Kernel Task...
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Debug Kernel Task...
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5. Inthe Run dialog, verify that Arguments is set to numOfPacket=3000
sizeOfPacket=9 numOfTask=2.

6. Select Debug. This will launch the application (we don’t need any debugging
facilities this time).

Create, manage, and run configurations

X B 3~

Cd
i

o e o M

2 Attach to Target

[£] C/C++ Attach to Local ,

[E]1C/C++ Local Application

[E]1C/C++ Postmortem de
= % Kemel Task

% statDemo - 1-up-sin

% statDemo - 2-smp-u
¥

¥ startDemo - 3-smp-9

ﬁf Launch Control
% Process on Target
% RTP on Target

Gl w1 [>]

Filter matched 11 of 11 items

Name: [sraeremc - 3-smp-safe.out - TGT-VxSIM-SMP

@ Main Dovmloadﬂ ** Projects to Euilcﬂ ’f}'» Debug Options\l 1‘,& Source\l [=| gommoﬂ

rConnection

Connection to use: [ TGT-VxSIM-SMP (localhost)

= l [] Hide unconnected

[Propem'esl [ Add... l | Connect | TGT-VxSIM-SMP is connected for running Kermel Tasks.

“Kemel Task to Run

Entry Point: [srar‘rDemc

Priority: 100

Stack size: 0x20000

Advanced Options: [

Arguments: [numOﬂ:’acket=3l}ﬂID sizeOfPacket=9 numOfTask=2 ]
= .
|

| Apply || Revert |

@

m"\ Debug I [ Close l

7. Start the application by clicking the Resume * button in the Debug view.

=4d

e

O BN 22 e § ES

< (3 startDemo - 2-smp-unsafe.out - TGT-WR-VXSIH
< & SIMLINUX: VxWorks 6.6 (Task Mode)
< @ tStartDemo : 0x60a85658 (Stopped - Bre

s tStartDemo : 0x60a85658

= startDemo() - smpDemo-smp-non-safe
=" 0x6002d094
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8. When the application has completed, you should see the following output on
the simulator.

9. Observe that there is no longer an error message.

TGT-VXSIM-SMP

Eile Edit View Terminal Tabs Help
(]
VxWorks SMP Demo - SMP Safe
Packet Index
M
3018 +
I *
I *
l *
2515 + @
|
| @
l *
2012 + *
I *
I &
I *
1509 + *
| @
| @
|
1006 + a
| a
| @
I *
503 + a
I *
I *
I‘i.- *
0 PR o S S S Hom———— o o S SR S SR > ]
0 14 28 42 56 70 84 a8 112 126 140
TX buffer is sane Ticks |-
Computation time = 60 ticks = 1.20 sec, 9 byvte size, 22500 bytes/sec i

NOTE: Results may vary depending on your host CPU type and speed, number of
cores, memory size, and system load.
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6.1 Debugger Overview 77

6.2 Starting the Debugger 77

6.3 Installing Breakpoints 80

6.4 SMP Context Debugging 83
6.5 Per-Task Registers Window 88

6.1 Debugger Overview

The Wind River debugger supports SMP. The challenge with SMP debugging is
that a task can migrate from one core to another at any point in time. Additionally,
to exploit the real power of SMP, multiple tasks (or threads) can be launched
simultaneously. Each task holds it own stack, heap, and internal variables. In this
section you will experience the SMP debugger and see some of it capabilities.

6.2 Starting the Debugger

To start the debugger, download the smp-safe application to the SMP-enabled
simulator.

NOTE: Make sure the previous instance of the SMP VxWorks simulator is closed!
To close it, simply left-click on the TGT-WR-VXSIM-SMP entry in the Remote
Systems view to select it, then click the Disconnect # button to close it.

1. If the SMP simulator is not already running, launch it by selecting
TGT-WR-VXSIM-SMP in the Remote Systems view and clicking on the
Connect : button.
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n

i e e I e

Ef Local

o TGT-VxSim-UP (Wind River VxWorks 6.6)
47 TGT-WR-VXSIM-SMP (Wind River VxWork
i WRICE_MPC8641D (Wind River Standalc

S T [+

2. From the Project Explorer view, expand the UP-To-SMP-Migration-Demo

project and the Build Targets item within.
Right-click on the third project, 3-smp-safe.

From the context menu, select Debug kernel Task.

e =

2 & S
< 12 UP-to-SMP-Migration-Demo (Wind |~

= [i) Build Targets (SIMLINUXgnu - de
b [E 1-up-single-multi-thread (1-L

b [E 2-smp-unsafe (2-smp-unsafe

v Fi 3-smp-safe (3-smp-safe.o Edit Content

b & graphLib (Wind River VXWorks . add virtual Folder...
b B ww _curses (Wind River VxWor

b 4% Binaries Copy
Paste
P & Includes ;‘1
ename
P 2 PPC32gnu o
1] I [ Vove...
# Delete

Open Workbench Development Shell...

** Build Target

2 Rebuild Target

** Build Project

2 Rebuild Project
Build Options

W Download...
@ Run Kernel Task...
% Debug Kernel Task...

Linker - Options
Properties
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Ctrl+C
ctri+v
F2

Delete

Shift+Ctri+A

Alt+Enter
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6.2 Starting the Debugger

5. In the Debug dialog, verify that Arguments is set to numOfPacket=3000

sizeOfPacket=9 numOfTask=2.

6. Select Debug. This will launch the application, and you should see the source
file in Workbench editor, and that the application is stopped in the Debug view.

Create, manage, and run configurations

e F v
OB x i Name: [srarTDemc-3-5mp-5afe.0ur-TGT—VxSIM-SMP

o e o M

@ Main Dovmloadﬂ ** Projects to Builcﬂ ’f}'» Debug Options\l 1‘,& Source\l [=| gommoﬂ

Filter matched 11 of 11 items

2 Attach to Target ~Connection
[E] C/C++ Attach to Local s Connection to use: [TGT—V}(SIM—SMF’ (localhost) = l [] Hide unconnected
[E] C/C++ Local Application : - | . .
[F‘ropemesl [ Add... l | Connect | TGT-VxSIM-SMP is connected for running Kermel Tasks.
[E] C/C++ Postmortem de
< 0 Kemel Task -Kemel Task to Run
@ startDemo - 1-up-sin Entry Point: [srar‘rDemc l [Browse ]
% statDemo - 2-smp-u
Arguments: [numOﬂ:’acket=3l}ﬂID sizeOfPacket=9 numOfTask=2 ]
, startDemo - 3-smp- i
. Launch Control Priority: [100 ]
@ Process on Target Stack size: [l}xztmm} ]
RTP on Target
% on farge Advanced Options: [ l [ Edit ]
G ] [»] |  Apply || Rever |

@

n\W\ Debug I [ Close l
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6.3 Installing Breakpoints

The task of interest in this application is the encoder task, so we’ll set a breakpoint
at the beginning of that task.

1. Locate and click on the Bookmarks tab; by default it’s located in the view near
the bottom of the workspace.

2. Double-click on encoderTask(), which is a predefined bookmark

48 Terminal | B9 Build Console ]l Bookmarks 32 . i} Registers (0) ¥ = ¥ =0

5 items

Description Resource Path Location
void encoderTask (}\E encoder-smp-safe.c UP-to-SMP-Migration- line 67

3. The encoder-smp-safe.c source file will open in the Editor; you can see the
bookmark sign beside line 67.

[€ smpDemo-multi-thread.c [¢] encoder-smp-safe.c &3 =08
6L | (<]
62 /* task threadNum - the first encoder task is TRUE, and the second is F
63 int threadNum = (int)arg; —o
64 atomic_t selfCount; /* task specific atomic counter */
65 ]
66 /* one chunck of recived buffer from the receiver */
@5? char indexed_data_element[MAX RX_TX_ BUFFER_LENGTH];
n/ 68 /* one chunck of outgoing buffer to the sender task */
69 char encoded_data_element[MAX_RX_TX_BUFFER_LENGTH];
0
4. To set a breakpoint, right-click in the left gutter beside line 75.
5. From the context menu, select Toggle Breakpoint.
[€] smpDemo-multi-thread.c [c] encoder-smp-safe.c 2 =g
64 atomic_t selfCount; /* task specific atomic counter */ 1=
65
66 /* one chunck of recived buffer from the receiver */ -

67 char indexed_data_element[MAX_RX_TX_BUFFER_LENGTH];
68 /* one chunck of outgoing buffer to the sender task */
69 char encoded_data_element[MAX_RX_TX_BUFFER_LENGTH];

71 /¥ structure for collecting statistics for later analisys#*/
72 encoder_statistics_t encoder_statistics;

J* task init */

statistics, indexed data element);

Toggle Breakpoint

Toggle Breakpoint Enabled tived from receiver task meaning

EVENTS_WAIT_ALL, WAIT_FOREVER, NULL);
Breakpoints ’

Tracepoints »
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6. A new breakpoint icon is drawn on line 75.

7. A breakpoint entry is also added to the Breakpoints view.

[] smpDemo-multi-thread.c - - = 8 %% Debug = =0

B

atomic_t selfCount; /* task specific atomic counter */

[»
q

/* wait forever till a signal received from receiver task meaning

* data in AVL tree is ready#*/ -

eventReceive (ENCODER_DATA_READY, EVENTS_WAIT_ALL, WAIT_FOREVER, NULL):
ﬂ_ X % B o w e

@ JUP-to-SMP-Migration-Den

while(1)

5

6 /* one chunck of recived buffer from the receiver #*/ M I 3 [T S
7 char indexed_data_element[MAX_RX_TX_BUFFER_LENGTH]; = =
8 /* one chunck of outgoing buffer to the sender task */ | || ¥ G startDemo - 3-smp-safe.ol
9 char encoded_data_element [MAX_RX_TX_BUFFER_LENGTH]; ~ & SIMLINUX: VXWorks 6.6 (
g} L]

1 J/* structure for collecting statistics for later analisys*/ ~ @ tStartDemo : 0x60a8
2 encoder_statistics_t encoder_statistics;

3 ol

4 J* task init */ = 0x6002d094

5 encoderInit (&selfCount, &encoder statistics, indexed data element); €1l i I D
g % Breakpoints 3 =08
8

9

1¢]

1

2

3

4

/* when this task finished processing the last packet, just stop th[s]
[4] 111 | [v]

8. Run the application by clicking the Resume U button in the Debug view.

& "y
%+ Debug 2 = B
=

1] [ S

w (& startDemo - 3-smp-safe.ol|—
A nﬂ SIMLINUX: WxWorks 6.6 (
~ @ tStartDemo : 0x60a8

= startDemo() - smp
="0x6002d094

(4]

(4] i [ v
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9. The application begins to execute and stops when the breakpoint is hit. You
can tell that the encoder tasks hit the breakpoint from the task status in the
Debug view. Since two identical tEncoder tasks execute the same code, both
tasks hit the breakpoint.

%r Debug 2 =0

il o 23 e § o=
<~ @ startDemo - 3-smp-safe.out - TGT-WR-VXSIM-SM
= ¥ SIMLINUX: VxWorks 6.6 (Task Mode)
& tGraph : 0x60a85b80 (Running)
& tSender : 0x60c6b020 (Running)
< & tEncoder : Dxﬁocﬁb488 eakpoin
=" encoderTask() - encoder-smp-safe.c:75
=' 0x6002d094 9

» tEncoder : 0x60c6b8f8 (Stopped - Breakpoin

=" encoderTask() - encoder-smp-safe.c:75
=' 0x6002d094
& tReceiver : 0x60bd3f20 (Running)
= <terminated, exit value: 1621644872>t5tartDi

[] | D
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6.4 SMP Context Debugging

[¢ encoder-smp-safe.c

6 SMP Debugger
6.4 SMP Context Debugging

The VxWorks SMP debugger uses a context debugger methodology in which the
context of the debugged task is related to the current highlighted task. With
context debugging you can install breakpoints in any line of code, and if the line of
code is executed on multiple cores, you can debug each instance of the execution
on each core. This section shows how to debug two instances of the Encoder task
that are executed on two cores simultaneously.

1. Select the first encoder task in the Debug view.

2. Drag the cursor over line 63: int threadNum = (int) arg; Note the value of

threadNum is 0.

encoder-smp-safe.c &

)

{

/#* task threglNum - the first encoder task is TRUE, an
int threadium = (int)arg;

atome e dNum = oPunt:

/* one chunck of recived buffer from the receiver */
char indexed_data_element[MAX_RX_TX_BUFFER_LENGTH];

/* one chunck of outgoing buffer to the sender task */
char encoded_data_element[MAX_RX_TX_BUFFER_LENGTH];

/* structure for collecting statistics for later anali
encoder_statistics_t encoder_statistics;

/* task init */
encoderInit (&selfCount, &encoder_statistics, indexed_

/* wait forever till a signal received from receiver t
* data in AVL tree is ready*/
eventReceive (ENCODER_DATA_READY, EVENTS_WAIT ALL, WAI

[ [

encoder-smp-safe.c

/* task specific atomic co||

= 8|35 Debug 2

-

(]

i3 #3233 e L
= ( startDemo - 3-smp-safe.out - TGT-WR-VX5IM-5M
< o SIMLINUX: VxWorks 6.6 (Task Mode)
%, tGraph : 0x60a85b80 (Running)
& tSender : 0x60c6b020 [Running)
< @ tEncoder : 0x60c6b488 (Stopped - Breakpoin
= encoderTask() - encoder-smp-safe.c:75
= 0x6002d094
~ @ tEncoder : 0x60c6b8f8 (Stopped - Breakpoin
=" encoderTask() - encoder-smp-safe.c:75
=" 0x6002d094
& tReceiver : 0x60bd3f20 (Running)
@1 <terminated, exit value: 1621644872>tStartDi

(] I D

=)

3. Select the second tEncoder task in the Debug view.

4. Drag the cursor over line 63 again. Note now that the value of threadNum is
1, reflecting a different state for a different task.

encoder-smp-safe.c &

)

{

/#* task threddNum - the first encoder task is TRUE, an
int threadium = (int)arg;

atomepreadnum = 1Punt:

/#* one chunck of recived buffer from the receiver #*/
char indexed_data_element[MAX_RX_TX_BUFFER_LENGTH];

/* one chunck of outgoing buffer to the sender task */
char encoded data element[MAX RX TX BUFFER LENGTH];

/* structure for collecting statistics for later anali
encoder_statistics_t encoder_statistics;

/#* task init */
encoderInit (&selfCount, &encoder_statistics, indexed_

/* wait forever till a signal received from receiver t
* data in AVL tree is ready*/
eventReceive (ENCODER_DATA_READY, EVENTS_WAIT ALL, WAI

I [

/#* task specific atomic co||

= 0|%% Debug &2

-

b= & - g2
< G startDemo - 3-smp-safe.out - TGT-WR-VXSIM-SM
~ ¥ SIMLINUX: VxWorks 6.6 (Task Mode)
&’ tGraph : 0x60a85b80 (Running)
&’ tSender : 0x60c6b020 (Running)
~ @ tEncoder : 0x60c6b488 (Stopped - Breakpoin
=" encoderTask() - encoder-smp-safe.c:75
=" 0x6002d094

< @ tEncoder : 0x60c6b8f8 (Stopped - Breakpoin

22 =S

= encoderTask() - encoder-smp-safe.c:75
=" 0x6002d094
&' tReceiver : 0x60bd3f20 (Running)
@ <terminated, exit value: 1621644872>tStartDi

a I D

83



VxWorks SMP
Evaluation Tutorial, 6.6

Since there are multiple tasks running on different cores, to identify each line of
execution, each task can be colored differently. For example, both of the tEncoder
tasks are currently colored blue.

To color the second encoder task red, follow these steps:
5. Right-click on the second tEncoder task in the Debug view.

6. From the context menu, select Color.

[ Copy stack ctri+C Debug 33 -=
Eind... Ctri+F -
S LT ' i Moo e b om
r @ startDemo - 3-smp-safe.out - TGT-WR-VXSIM-SM
< & SIMLINUX: VxWorks 6.6 (Task Mode)
. Step Into F5 &’ tGraph : 0x60a85b80 (Running)
> Step Qver Ha & tSender : 0x60c6b020 (Running)
- Step Return F7 = @ tEncoder : 0x60c6b488 (Stopped - Breakpoin
O 5 =" encoderTask() - encoder-smp-safe.c:75
[] Toggle Assembly Stepping Mode shift+ =" 0x6002d094
%b Refresh Threads Shift+Ctri+F5 °; tEncoder : 0x60c6b8f8 (Stopped - Breakpoin
%+ Refresh Stack Ctrl+F5 =" encoderTask() - encoder-smp-safe.c:75

\n ' = 0x6002d094
% tReceiver : 0x60bd3f20 (Running)
= <terminated, exit value: 1621644872>tStartDi

| | [+]

[k Resume F8 . i —
- =Vari & Expr | @ Mem | = Anal | % Brea 2 g8
® Terminate Ctrl+F2 X % & o W le =2 & 7

B, Terminate and Relaunch @ /UP-to-SMP-Migration-Demo/src/encoder-smp-
7 Disconnect

@, Relaunch
tf Disconnect All

% Edit startDemo - 3-smp-safe.out - TGT-WR-VXSIM-5MP...

= et e i
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6.4 SMP Context Debugging

7. The following color submenu will appear. Select the red color, marked number

1.
2| Copy Stack Ctri+C ' el iji\ ==
Find... Ctri+F
-
B yErgeyMode ’ B m M R @ Do
Drop To Frame
r G startDemo - 3-smp-safe.out - TGT-WR-VXSIM-SM
Restart < SIMLINUX: VXWorks 6.6 (Task Mode)
. Step Into F5 &’ tGraph : 0x60a85b80 (Running)
= Step Quer e & tsender : 0x60c6b020 (Running)
- Step Return F7 =~ @ tEncoder : 0x60c6b488 (Stopped - Breakpoin
O Instruction Stepping Mode =" encoderTask() - encoder-smp-safe.c:75
[] Toggle Assembly Stepping Mode Shift+F5 ="0x6002d094
%b Refresh Threads Shift+Ctrl+F5 %, tEncoder : 0x60c6b8f8 (Stopped - Breakpain
= Refresh Stack Ctrl+F5 =" encoderTask() - encoder-smp-safe.c:75
: =" 0x6002d094
e ' tReceiver : 0x60bd3f20 (Running)
Resume Without Signal erminated, exit value: 1621644872>tStartD
Resume With Signal... n/ il | [»
[k Resume F8
Suspend
@ Terminate Ctri+F2

B, Terminate and Relaunch
&7 Disconnect

8. The color of the second tEncoder task in the Debug view will change from blue
to red.

i 3 BN 2 R § =
= @ startDemo - 3-smp-safe.out - TGT-WR-VXSIM-5M
~ & SIMLINUX: VxWorks 6.6 (Task Mode)
## tGraph : 0x60a85b80 (Running)
& tSender ; 0x60c6b020 (Running)
= @ tEncoder : 0x60c6b448 (Stopped - Breakpoi
=" encoderTask() - encoder-smp-safe.c:69
="0x6002d094
+ @, tCnceder : 0x60c6b870 (Stopped - Breakpoir
ancoderTask() - encoder-smp-safe.c:69
Jx6002d094
Heceiver : 0x60cbbc98 (Running)
ol <terminated, exit value: 1621644872>tStartD

4] 11| | [»

O o 2@ g § O
+ (3 startDemo - 3-smp-safe.out - TGT-WR-VXSIM-5M
= o SIMLINUX: VxWorks 6.6 (Task Mode)

@ tGraph : 0x60a85b80 (Running)

@ tSender : 0x60c6b020 (Running)

~ ¢ tEncoder : 0x60cE&b488 (Stopped - Breakpoin

encoderTask() - encoder-smp-safe.c:75
0x6002d094
~ ® tkncoder : 0x60c6b8f8 (Stopped - Breakpoin
coderTask() - encoder-smp-safe.c:75
gx6002d094
Keceiver : 0x60bd3f20 (Running)
&1 <terminated, exit value: 1621644872>tStartD

1] Iil | IC
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9. Highlight the first tEncoder task (the
blue), and click on the Step Over =

blue one) in the Debug view (colored in
button.

%* Debug I3

=08

13 B 2o ] oS

e

= . SIMLINUX: VxWorks 6.6 (Task Mode)
#® tGraph : 0x60a85h80 (Running)
## tSender : 0x60c6b020 (Running)
= o tEncoder : 0x60c6b488 (Stopped

< @ startDemo - 3-smp-safe.out - TGT-WR-VXSIM-SM

= encoderTask() - encoder-smp-safe.c:79
= 0x6002d094
< @y, tEncoder : 0x60c6bBf8 (Stopped - Breakpoin
=' encoderTask() - encoder-smp-safe.c:75
=' 0x6002d094
#® tReceiver : 0x60bd3f20 (Running)
a1 <terminated, exit value: 1621644872>tStart D

- Step End]

(4] Il |

[*]

10. Notice that two lines are highlighted in the Editor, accompanied by colored
arrows in the left gutter. These arrows correspond to the program counter for
each task. The blue arrow tells you where the first tEncoder task is in its
execution, while the red arrow tells you where the second tEncoder task is in

its execution.

[ encoder-smp-safe.c (I@ encoder-smp-safe.c & =0

66 /* one chunck of recived buffer from the receiver #*/
67 char indexed_data_element[MAX_RX_TX_BUFFER_LENGTH];

68 /* one chunck of outgoing buffer to the sender task */
69 char encoded_data_element[MAX_RX_TX_BUFFER_LENGTH];

D)

71 /* structure for collecting statistics for later anali
12 encoder_statistics_t encoder_statistics;

74 /* task init */
encoderInit (&selfCount, &encoder statistics, indexed

% Debug 2 =0

o [ I S - T

< G startDemo - 3-smp-safe.out - TGT-WR-VXSIM-5M
= o SIMLINUX: VxWorks 6.6 (Task Mode)
@ tGraph : 0x60a85b80 (Running)
@ tSender : 0x60c6b020 (Running)

77 /* wait foreve i rom receiver t
7 * i 1S
eventReceive (ENCODER_DATA READY, EVENTS_ |

~ o tEncoder : 0x60c6b488 (Stopped - Step Endj

= encoderTask() - encoder-smp-safe.c:79

= 0x6002d094

82 while(l)

84 /* when this task finished processing the last pac
85 if (vxAtomicGet(&g_current_key) == g_numdfPackets)
86 {

(4]

al i | D]

T=== < @, tEncoder : 0x60c6h8f8 (Stopped - Breakpoin

=' encoderTask() - encoder-smp-safe.c:75
=' 0x6002d094
@ tReceiver : 0x60bd3f20 (Running)
=l <terminated, exit value: 1621644872>tStart D
<] Il I [v]
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6.4 SMP Context Debugging

11.  Now select the red task in the Debug view and click on the Step Over =
button twice.

char encoded_data_element[MAX_RX_TX_BUFFER_LENGTH];

[¢] encoder-smp-safe.c (I@ encoder-smp-safe.c 8 =0 ﬁiﬁilﬂ ﬁ; F =5

/* structure for collecting statistics for later analil D= IS = S
encoder_statistics_t encoder_statistics;

< G startDemo - 3-smp-safe.out - TGT-WR-VXSIM-SM
/#* task init */ < 4 SIMLINUX: VxWorks 6.6 (Task Mode)
encoderInit (&selfCount, &encoder_statistics, indexed_ 4@ tGraph ; 0x60a85b80 (Running)
& tSender : 0x60c6b020 (Running)
~ o tEncoder : 0x60c6b488 (Stopped - Step End
= encoderTask() - encoder-smp-safe.c:79
0x6002d094
< @ tEncoder : 0x60c6b8f8 (Stopped - Step End)
= encoderTask() - encoder-smp-safe.c:85

/* wait forever till a signal received from receiver t

while(1)
{

/* when thi

g_current_key) == g_numOfPackets)

prm——T 1 0 et (&
{ =' 0x6002d094
/*acnawlege sender task that all the nodes are +® tReceiver : 0x60bd3f20 (Running)
eventSend (g_SenderTaskId, SENDER_ACK);
break; = @1 <terminated, exit value: 1621644872>tStartD
al Il | [v] <] I | [»
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6.5 Per-Task Registers Window

In SMP architecture, tasks can be executed on any core at any given time. Thus
tasks can migrate from one core to another. This feature enables true parallelism
but also introduces debug challenges. In some cases, you may need to know the
values of internal hardware registers for the task you are currently monitoring in
the debugger. Workbench can display the internal registers of the core running
each task. If the task has moved to another core, the display will show you the
internal register from the new core.

Continuing from the previous section, where the two encoder tasks are stopped on
a breakpoint, add two more register views:

1. From the main menu, click on Window > Show Window > Registers.

Fle Edit Refactor Navigate Search Project Analyze Run Target BUIGLEUH Help

FE Cov

ow

D | mEF BB R |&®

New Window "
New Editor

L IESE 9| vi

QGpen Perspective v @ Binary Upload

1 % Breakpoints
B3 puild Console

Shift+Alt+Q B
Customize Perspective...

Save Perspective As... & cache
Reset Perspective %® CF Options
Llose Perspectiva E Console ShiIFt+AIL+Q €
Close All Perspectives %5 Debug
Navigation » E* Debug Symbol Browser
] Error Log Shift+Alt+Q L

‘L Working Sets
Preferences...

" & Expressions
[=4 File Navigator
Ea Flash Programmer
| &2 Hardware Diagnostics

T

= Include Browser

T Kernel Objects

0 Memory
| &7 OCD Command Shell

¥ OCD Console
| A OCD Statistical Code Profiling
2= outline

[%! Problems

& Progress

[t5 Project Explorer

T Project Navigator
l' Properties

) Registers
' 48 Remote Systems
| ¥ Tasks
48 Terminal

2. A Registers view opens:

il Registers &2 =8
B [Flafe e~
Name Value Description
b &4 Gener General
[«] [»]
=
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6.5 Per-Task Registers Window

3. Ifyou had two Registers views, you would be able to see the values for each
core concurrently. To open another Registers view, click the New Register
View |7 button.

il Registers i3 ! =0

@B (&t B e~

Name Value Description
b &% Gener General
1] 1l [»

4] 11l [+]

4. Now you can link each Registers view to a task. Click on the triangle = on the
right side of the Registers view.

Select Pin To Color from the drop-down menu.

From the sub-menu, select 0 (blue). This will link this Registers view to the
blue tEncoder task.

A Term _.E Build EJII Bk H.H E'Enlij-ﬁ . = O /il Registers za =0

4 8| (s B e 7| o 2| Tt B a7
Narme Value Descripti Layout "B Description
¢ R Gener General [Tl None General

Update Mode .
CCD Operations
Mumber Formakt

=3
i (e o) C
= 5 Z

I | [+ =g [

L 31M of GOM if]
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7. To link the other Registers view to the red tEncoder task, again click on the
triangle = on the right side of the Registers view.

Select Pin To Color from the drop-down menu.

9. From the sub-menu, select 1 (red). This will link this Registers view to the red

tEncoder task.
i Registers & =0
5 B3| E L O
Hame Vahse Descriptin Layout
b ki Gener General  [FREEEa Mo
e ﬂ
Update Made E
0CD Operations  »
m? Z
_r-.IL.niler Fammat ¥ .3
al [ 0 =4
g 3
Al [¥] i f
IAMof oM 0 I

10. Notice that the Registers window header color has changes accordingly.

AN
A8 Term (E Build (Eﬂl Book ﬁﬂ? Regis 2 = B | 1! Registers (1) &3 =8
# B F(ade B @~ % B (g d B o~
Name Value Description Name Value Description
b M Gener General b M Gener General
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6.5 Per-Task Registers Window

11.  Collapse the registers by clicking on the triangle beside the General string

R

4= Term ( Buil Book |18 = O 1! Registers (1) &2 =0
A wm e @ B lafe e~
Naye/ Value Destrpt | Name Value Descriptis

— s General

1010

ool 28X
Ml ecx
it edx
aint ebx
it esp
oot ebp
ot esi

it edi
it eflags

1010

mm PC

0x60DDSBE0
0x00000000
0x00000000
0x00000000
0x60DD39E78
0x60DDSFDO
0x00000000
0x00000000
0x00000212
0x65D08513

General

[»

General

0x60DF3B80
0x00000000
0x00000000
0x00000000
0x60DF3B78
0x60DF3FDO
0x00000000
0x00000000
0x00000212
0x65D08513
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12. Highlight the blue tEncoder task from the Debug view.
13. Click on Step Over = button.

14. The internal registers of the core running the blue task are shown in the blue
task’s Registers view.

[¢] smpDemo-smp-safe.c (I@ encoder-smp-safe.c (I@ encoder-smp-safe.c & =0
o4 atomic_t seLTLoUNT; /* Task SPEC1T1C aTomMlC COUNTEr */ =)

66 /#* one chunck of recived buffer from the receiver #*/
67 char indexed_data_element[MAX_RX_TX_BUFFER_LENGTH];

68 /* one chunck of outgoing buffer to the sender task */
69 char encoded_data_element[MAX_RX_TX_BUFFER_LENGTH];

o 3 (?e

+ @ startDemo - 3-smp-safe.out - T

= #® SIMLINUX: VxWorks 6.6 (Task N
=% <terminated, exit value 16
¥ tSender ; 0x60c6b020 (Runi
2 tGraph : 0x60a85b30 (Runni
\ = @ tEncoder : 0x60c6b408 (5t

71 /* structure for collecting statistics for later analisys#*/
72 encoder_statistics_t encoder_statistics;

74 /* task init #/
73 encoderInit (&selfCount, &encoder statistics, indexed data element);

= encoderTask() - encoder

[l i \ [*)
—u
A5 Term (E Build |l Book (HH‘ Regis & = O ||} Registers (1) 2 =0 ' 0x6002d034
= @ tEncoder : 0x60c6b818 (5t
¥ [ en ¥ H B3 @, e v
d - B % B O - B % =' encoderTask() - encoder:
lue Descript/| Name Value Descriptir =' 0x6002d094
~ #n General General &1 <terminated, exit value: 1621
i eax 0x60DD9780 i eax 0x60DF3B80 a T I I
1010 101
ol ECX 0x00000000 ool ECX 0x00000000 W=V[‘§§f E[ﬂ M[% B »1 =g
et edx 0x00000000 el edx 0x00000000
=
i ebx 0x00000000 il ebx 0x00000000
i esp 0x60DDI778 Wiesp  0x60DF3B78 R % &8 o w | Je
et ebp 0x60DDYFDO el ebp 0x60DF3FDO @ UP-to-SMP-Migration-Demo/9
W esi 0x00000000 i esi 0x00000000
et edi 0x00000000 et edi 0x00000000
ot eflags 0x00000212 el eflags  0x00000212
i pc 0x65D08541 i pc 0x65D08513
] I I )| (LI T I [»]
@l I |G — i |G D]
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15.  If the task moves to a different core and hits a breakpoint, the register values
for the core running the task will display in the proper Registers view. This is
a useful feature that was designed to help you debug in a multicore
environment.

16. Repeat the same steps for the red tEncoder task: select the red tEncoder task in
the Debug view.

17. Click the Step Over = button.

18. The internal registers of the core running the red task are shown in the red
task’s Registers view.

%% Debug 2 =8

-

i3 M2 2 )
~ G startDemo - 3-smp-safe.out - T
= #® SIMLINUX: VxWorks 6.6 (Task h
=% <terminated, exit value 16
& tSender : 0x60c6b020 (Runi
»® tGraph : 0x60a85b30 (Runni
~ & tEncoder : 0x60c6b408 (St
=" encoderTask() - encoder-
=" 0x6002d094
~ & tEncoder : 0x60c6b818 (St
= encoderTask() - encoder:
=' 0x6002d094

48 Term B9 Build | L]l Book |1:% Regis 2 = O | Registers (1) 2 =

% B rEde & e~ « B oo & &~

Name Value Descript/| Name Value Descripti

~ % General ~ % General General &1 <terminated, exit value: 1621
i eax 0x60DD9780 il eax 0x00000000 al I D
i ecx 0x00000000 il ecx 0x00000001
i edx 0x00000000 i edx 0x60ATDEEO
et ebx 0x00000000 il ebx 0x00000000
Wt esp 0x60DD9778 Wl esp 0x60DF3778
W ebp 0x60DDSFDO il ebp 0x60DF3FDO
it esi 0x00000000 Wl esi 0x00000000
it edi 0x00000000 il edi 0x00000000
i eflags  0x00000212 il eflags  0x00000206
i pc 0x65008541 il pc 0x650D085B2

19. Finally, if the simulator is running, disconnect from it by left-clicking on the
TGT-WR-VXSIM entry in the Remote System view to select it, then clicking
on the Disconnect button ¥ from the Remote Systems view.

93



VxWorks SMP
Evaluation Tutorial, 6.6

94



VxWorks SMP
Evaluation Summary

Migrating an application from UP to SMP involves several steps:

1.

Identifying the areas in which the application spends most of the time; this is
the area that should be parallelized. The Wind River Performance Profiler tool
enables detailed monitoring of each task and function call of the application.

Identifying implicit synchronization issues. UP applications may bring
implicit synchronization issues; for example, priority-based synchronization
where high-priority tasks always preempt lower-priority tasks. Remember
that in SMP system, X tasks can run concurrently, where X represents the
number of cores.

Executing the new designed SMP application on UP, where only one core is
enabled. Notice that in most cases parallelism means more shared data
between tasks and thus more data synchronization and task communication is
required.

Execute the SMP application on an SMP system where some or all of the
available cores are enabled. The Wind River System Viewer helps you
visualize the execution. The System Viewer supports multicore and provides
detailed event information per core.

When needed, Wind River’s debugger supports SMP. Context debugging
shows task variables, internal registers, and more, on per task basis.

This concludes the Wind River VxWorks SMP evaluation. During this step-by-step
evaluation, we hope you had the chance to have a first-hand experience with the
migration steps required to migrate an existing UP application to multicore.
During this step-by-step evaluation, we showed you in short how Wind River
VxWorks SMP and Wind River tools can help you to:

Isolate areas where parallelism is required.

Enable SMP debugging and monitoring with the VxWorks SMP tools. All the
tools are integrated in Workbench and function the same for both UP and SMP.

Troubleshoot problems. SMP development may be challenging and exciting;
however, parallelism introduces intertask synchronization and
communication issues. These issues can lead to deadlocks and livelocks. The
System Viewer is an execution monitor that collects data from up to 32 cores
and displays the data in an event list and graph. This tool can help you
understand and visualize the execution of your code.

95



VxWorks SMP
Evaluation Tutorial, 6.6

*  Quickly debug your application code and kernel modules with the same
development environment and processes for both UP and SMP. This will help
you focus on SMP development without learning new tools or working in a
foreign environment.

=  Monitor your system execution and identify run-time problems like
starvations, bottlenecks, priority inversions, and so on.

The team at Wind River hopes you are impressed with the capabilities we have
highlighted in this evaluation. To get more information about other technical
capabilities of VxWorks SMP, and how Wind River can help you to develop faster
and better multicore device software, please contact a Wind River sales
representative in your area.

For a list of Wind River contacts please use the link below:

http://www.windriver.com/company/contact/index.html
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