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Abstract

A hybrid color model is a color descriptor formed by combining different channels from several other color models. In computer graphics applications such models are rarely used due to redundancy. However, hybrid color models may be of interest for Content-Based Image Retrieval (CBIR). Best features of each color model can be combined to obtain optimum retrieval performance.

In this paper, a novel algorithm is proposed for selection of channels for a hybrid color model used in construction of a fuzzy color histogram. This algorithm is elaborated and implemented for use with several common reference datasets consisting of photographs of natural scenes. Result of this experimental procedure is a new hybrid color model named HSY. Using standard datasets and a standard metric for retrieval performance (ANMRR), it is shown that this new model can give an improved retrieval performance. In addition, this model is of interest for use in JPEG compressed domain due to simpler calculation.

CR Categories: H.2.4 [Systems]: Multimedia databases—; H.3.3 [Information Search and Retrieval]: Retrieval models—; I.4.7 [Feature Measurement]: Feature representation—Ivariants
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1 Introduction

Content-Based Image Retrieval (CBIR) is an area of science that deals with searching large image databases based on visual similarity of images, rather than just image descriptions and tags. Certain visual feature is programmatically extracted from each image and used for comparison.

One of the oldest and best known features of the kind are color histograms. While histograms give excellent results in retrieval experiments, in practical applications they show a number of well-known shortcomings [Pavlidis 2008; Rubner et al. 2000; Stricker and Oren 1995]. In recent years those problems were successfully addressed by using fuzzy processed color [Chatzichristofis et al. 2010]. Each pixel is fuzzy-matched into one of a small number of colors, and then a histogram of such colors is formed. More recently, these fuzzy color histograms have successfully been used in context of the “visual-bag-of-words” approach [Chatzichristofis et al. 2013].

A large improvement in performance of retrieval based on color histograms can be obtained by first converting the image into an appropriate color model [Ljubovic and Supic 2013b]. CIE L*a*b* model is perceptually uniform and therefore should be optimal for extracting visual features such as color histograms [Konstantinidis et al. 2005]. However, its calculation is costly and therefore most authors use HSV model as it gives the best results [Chatzichristofis et al. 2010; Ljubovic and Supic 2013b]. HSL color model may have some benefits over HSV [Ljubovic and Supic 2013a].

This opens the question: is it possible to construct a novel color model specifically for image retrieval by using the best features of existing models? Over the years, authors have proposed a number of color models specifically intended for the use in image retrieval, including HMMD [Manjunath et al. 2001] and IHLS [Hanbury and Serra 2002].

When using the fuzzy matching approach described by [Chatzichristofis et al. 2010], the problem with HSV model is that pixels cannot successfully be classified as “white” by observing just one component (V channel), one needs to observe both S and V. HSL removes this problem by introducing the lightness (L) channel. However, the modified formula for S channel presents a new problem for classification of gray pixels [Ljubovic and Supic 2013a].

In this paper we will present an approach to constructing a hybrid color model for image retrieval. We will give an algorithm for training and selection of components of such color model. Through a number of experiments we will then construct an optimal color model for image retrieval based on fuzzy color histograms through a selection of standard image collections and, using standard retrieval metrics, demonstrate that this model gives good retrieval performance.

Remainder of this paper is structured as follows: Section 2 gives a description of image retrieval based on fuzzy color histograms. Section 3 describes the used experimental setup and comparison metrics. In Section 4 we propose an algorithm for construction of a hybrid color model and implement this algorithm. Section 5 contains an experimental comparison of our new retrieval feature with state-of-the-art retrieval methods found in literature with a brief discussion. Finally, Section 6 gives some concluding remarks and directions for future work.

2 On Fuzzy Color Histograms

The basic approach to the construction of fuzzy color histograms outlined in [Chatzichristofis et al. 2010] is as follows: For each pixel, a trapezoid fuzzy matching function is applied to one of its color channels to determine membership of that pixel to one of the color bins. For example, in HSV model, a fuzzy membership function similar to the one on Fig. 1 would be applied to V channel to determine that pixels’ membership to black bin. The output of this function is a value in range [0,1] where 1 means that a pixel is fully black while 0 means that it’s not at all black. In case that this value is less than 1, the matching continues to white, gray and other colors. Finally, the histogram bin that corresponds to each color will
be incremented by this colors’ membership value.

Figure 1: Simple trapezoid fuzzy matching function used in construction of fuzzy color histogram [Chatzichristofis et al. 2010].

The ultimate result of this process is a color histogram with a very small number of bins, which therefore uses a low amount of memory and resolves a class of problems that are commonly referred to as “the curse of dimensionality”. Fuzzy processing ensures that pixels that have only slightly different color e.g. due to changes in lighting are matched to the same bins. Paper [Ljubovic and Supic 2013a] describes a fuzzy color histogram in HSL color model with 10 bins that correspond to colors given in Fig. 2.

Figure 2: Palette of colors used in a fuzzy histogram with 10 bins [Ljubovic and Supic 2013a].

When observing Fig. 1 we note that the given trapezoid function is characterized by two values we can call $k_1$ and $k_2$. For each of the fuzzy functions in our retrieval system, values $k_1$ and $k_2$ can be varied to obtain optimum retrieval performance.

2.1 Description of Chosen Retrieval Feature

The starting point of this paper will be a fuzzy color histogram in HSL model with 10 bins, where 3 bins correspond to black, white and gray, while remaining 7 bins correspond to illumination and viewpoint invariant colors. Referenced literature suggests that such feature results in optimal retrieval given its small size.

A large number of experiments with color histograms [Ljubovic and Supic 2013b] show that color models based on polar coordinates such as HSL are optimal for a histogram with small number of bins. The explanation is that a suitable quantization of Hue channel encodes color that is invariant to illumination and viewpoint, while saturation and brightness can be used to detect black, white and gray pixels. The issue examined in this paper is whether such histogram can be further improved by combining channels from several color models.

Through analysis of literature on image retrieval based on histograms we have selected the following commonly used color models: RGB, HSV, HSL, HMMD, IHLS, YUV and CIE L*a*b*. It should be noted that all of those models have formulas for efficient conversion from the usual RGB model except for CIE L*a*b* (usually referred to as Lab) which requires complex calculations. Those formulas are given in an appendix to this paper.

Observation of these formulas shows that HSV, HSL, HSI, HMMD and IHLS use the same formula for calculation of hue i.e. the hue channel in all those models is the same. Meanwhile, RGB, YUV and Lab lack a hue channel and therefore it is impossible to calculate color bins in a described way. Research described in paper [Chatzichristofis et al. 2010] resulted with optimal fuzzy classification for hue that cannot be further improved. Therefore the remainder of this paper will focus on classification of black, white and gray, which in our experiments were shown to be crucial for retrieval performance, while hue will be classified as in [Chatzichristofis et al. 2010].

As in [Ljubovic and Supic 2013b], two fuzzy color histograms are compared using Matsushita distance with formula:

$$d = \sqrt{\sum_i \left( \sqrt{H_i} - \sqrt{Q_i} \right)^2}$$

2.2 Classification of Black, White and Gray

The problem of classification of pixels that belong to objects whose natural color (i.e. color under normal illumination) is black, white, or gray is ill-posed. For example, given a black pixel on an image, it isn’t possible to know whether this pixel belongs to a colored object under poor illumination or an object whose natural color is black (Fig. 3). This information can’t be obtained through algorithmic manipulation of pixels, it is lost. Retrieval methods should be robust with respect to this classification error, for example through use of color histograms with an appropriate distance metric [Deselaers et al. 2008; Rubner et al. 2000] such as Matsushita distance [Ljubovic and Supic 2013b].

Figure 3: In above image several regions are marked with red circles that are encoded with colors close to black, but correspond to objects of different natural colors under poor illumination.

This reasoning is well known since the earliest days of image retrieval.

However, a good classification of black, white and gray pixels is still important since such pixels represent noise in the color (hue) histogram. For example, in HSV color model we know that black pixels should have Value channel equal or close to zero. Conversion formulas (in appendix) show that for such pixels $C$ is small, leading to a large rounding and quantization error in calculation of hue. In real-life bitmap images, color is quantized to integer (byte) values and further error is introduced due to inexact conversion from RGB to HSV model, image compression or other reasons. For black pixels (where $V \approx 0$), $H$ in such images is essentially random and should be discarded (Fig 4.). Similar reasoning applies to gray and white pixels.
CBIR [Müller et al. 2002]. To this purpose we used three datasets that are often cited in literature: Wang SIMPLIcity [Wang et al. 2001], UW [uwd 2013] and UCID [Schaefer and Stich 2003]. Each of these datasets consists of a collection of images (photographs from travel and natural scenes) and a set of queries with expected results. Further, each of these datasets represent different usage scenarios in the broader class of photography, and have apparently been processed with different digital filters. This ensures that our training steps model a broad range of human perception.

To avoid the problem of overfitting, we have split these datasets into training set and evaluation set. Training set consists of 20 queries from Wang dataset (out of 1000), 10 queries from UCID dataset (out of 264) and 20 queries from UW dataset (out of 290). The training queries have been selected in a way to be broadly representative of the whole dataset. For example, Wang dataset consists of images in 10 categories so we have chosen two queries in each category such that the two queries are mutually dissimilar.

Here it should be noted that the UCID dataset suffers from a large problem of generality. Many sample queries have only one defined result or very rarely succeed in retrieving all results. The consequence is that minor changes in retrieval method can have apparently large effect on overall performance. This is the reason we use just 10 queries from this dataset, and those 10 queries were selected such that queries with a larger number of results are represented.

For comparison between retrieval methods we have used ANMRR metric [Manjunath et al. 2001] which is in recent times predominantly used in literature for this purpose.

Implementation of retrieval method and ANMRR metric used in this paper is released as an open-source tool implemented in C++. This implementation as well as the specification of training set can be downloaded from the website accompanying this paper.\textsuperscript{1}

4 Construction of a Hybrid Color Model

In this section we will propose a high-level algorithm for construction of a hybrid color model for image retrieval based on fuzzy color histograms, based on the discussion given in Section 2, then we will implement this algorithm using experimental procedures given in Section 3.

The high-level algorithm for construction of a hybrid color model is as follows:

1. Form lists of candidate channels for classification of black, white and gray. A candidate channel in this context is a single channel from each of mentioned color models e.g. $S_{HSV}$.

2. Tune parameters $k_1$ and $k_2$ for each candidate channel by substituting this channel into the histogram based feature described in [Ljubovic and Supic 2013a].

3. Measure performance of each candidate channel and find the best performers for black, white and gray classification.

4. Construct a hybrid color model from previously selected channels and hue (H) channel.

5. Further refine $k_1$ and $k_2$ in context of this new hybrid color model.

We start with a list of candidate channels for each of black, white and gray. Those lists are given in Table 1. Of course, for black and gray trapezoid fuzzy functions are used with maximum value (1) in zero, whereas for white a trapezoid function is used with maximum

---

\textsuperscript{1}http://people.etc.umsa.ba/~vljubovic/etfis/
value in one. \( m_{HMMD} \) refers to “minimum” component of HMMD model.

Next step in our algorithm is tuning the parameters \( k_1 \) and \( k_2 \) for each of the above features. Each of the channels given in Table 1 is substituted into the feature described in [Ljubovic and Supic 2013a] such that, for example, \( V_{HSV} \) is used for classification of black pixels, while white, gray and color bins are classified using method described in cited paper.

Values \( k_1 \) and \( k_2 \) are optimized by performing grid search on interval \([0,1] \) with step 0.01 (of course, \( k_1 < k_2 \)).

Full experimental results in Excel and CSV format are available at the website accompanying this paper.\(^1\) In Table 2 we summarize the best performing values \( k_1 \) and \( k_2 \) and the ANMRR score obtained with those values (smaller ANMRR means better retrieval).

![Figure 5: 3D plot of ANMRR for various values of \( k_1 \) and \( k_2 \) for black color matching using \( I_{HSI} \) channel](image)

Here it should be noted that our experiments revealed that this function \( f(k_1,k_2) \) almost always has multiple minima. In choosing the optimal values we observed not just the least compound ANMRR value but also the value where performance is best across all three datasets. This is illustrated on Fig. 5. The global minimum (0.06,0.27) is marked with a plus sign, however we notice other minima at around (0.05,0.4) and also (0.1,1.0).

From Table 2 it can be seen, as expected, that the HSV color model enables a very good classification of black and gray pixels, however it somewhat fails to classify white pixels. The reason for this is that neither maximum value of \( V \) channel nor minimum value of \( S \) channel guarantee that a pixel is white, both conditions must be satisfied. This is further illustrated in Fig. 4 that plots relationship between Saturation and Value when Hue is fixed to 0° (red). The region that can be described as “white” in a fuzzy sense is fairly small and has an irregular shape.

Table 2 shows that, compared to HSV model, a better classification of white pixels can be obtained using color models that have a “lightness” or “luminance” channel. This observed result models the fact that, as pixel lightness increases, the colors become “washed out” and the value of hue becomes less relevant for perception.

\[ \begin{array}{|c|c|c|c|}
\hline
\text{Color} & \text{Candidate channels} \\
\hline
\text{Black} & \text{V}_{HSV}, \text{L}_{HSL}, \text{H}_{HSL}, \text{m}_{HMMD}, \text{Y}_{YUV}, \text{L}_{LAB} \\
\hline
\text{White} & \text{V}_{HSV}, \text{L}_{HSL}, \text{H}_{HSL}, \text{Y}_{YUV}, \text{L}_{LAB} \\
\hline
\text{Gray} & \text{S}_{HSV}, \text{S}_{HSL}, \text{S}_{HSLS} \\
\hline
\text{Other colors} & \text{H}_{HSV} \\
\hline
\end{array} \]

Table 1: List of candidate channels for each color bin.

![Figure 6: Plot of Saturation vs. Value (in HSV model) when Hue is fixed to 0° (red)](image)

The next step in the described algorithm is to further tune the coefficients for each channel when used as a combined feature. As mentioned, the values in Table 2 were obtained by substitution of each feature separately into a HSL fuzzy color histogram. Now, another measurement is performed of the three selected channels in ensemble. We will again use the training set to optimize the coefficients by performing a grid search. This procedure yields the following coefficients:

- \( Y_{YUV} \) for Black: \( k_1 = 0.07, k_2 = 0.17 \)
- \( Y_{YUV} \) for White: \( k_1 = 0.60, k_2 = 0.88 \)
- \( S_{HSV} \) for Gray: \( k_1 = 0.12, k_2 = 0.27 \)

We note that for each of the chosen components, the fuzzy range \( k_2 - k_1 \) is smaller than the one in Table 2. Classification of black, white and gray is more precise. This step can be repeated several times to obtain an even finer tuning.

\[ \begin{array}{|c|c|c|c|}
\hline
\text{Color} & \text{Channel} & k_1 & k_2 & \text{ANMRR} \\
\hline
\text{Black} & \text{Y}_{YUV} & 0.07 & 0.30 & 0.3738 \\
 & \text{V}_{HSV} & 0.09 & 0.33 & 0.3743 \\
 & \text{m}_{HMMD} & 0.00 & 0.43 & 0.3751 \\
 & \text{I}_{HSI} & 0.06 & 0.27 & 0.3754 \\
 & \text{L}_{HSL} & 0.06 & 0.28 & 0.3767 \\
 & \text{L}_{LAB} & 0.06 & 0.34 & 0.3897 \\
\hline
\text{White} & \text{Y}_{YUV} & 0.60 & 0.89 & 0.3795 \\
 & \text{I}_{HSI} & 0.57 & 0.82 & 0.3802 \\
 & \text{L}_{HSL} & 0.67 & 0.86 & 0.3806 \\
 & \text{V}_{HSV} & 0.64 & 0.86 & 0.3828 \\
 & \text{L}_{LAB} & 0.54 & 0.84 & 0.3892 \\
\hline
\text{Gray} & \text{S}_{HSV} & 0.02 & 0.23 & 0.3661 \\
 & \text{S}_{HSL} & 0.04 & 0.28 & 0.3711 \\
 & \text{S}_{HSLS} & 0.01 & 0.10 & 0.3744 \\
\hline
\end{array} \]

Table 2: Optimal values of \( k_1 \) and \( k_2 \) for various features.

\(^{1}\)http://people.etf.unsa.ba/~vljubovic/etfis/
Table 3: Comparison of the retrieval algorithm based on the new hybrid color model to the state of the art retrieval methods. HSL color model is used in paper [Ljubovic and Supic 2013a], HYS model in paper [Chatzichristofis et al. 2010], while this paper uses a hybrid of HYS and YUV color models named HSY.

<table>
<thead>
<tr>
<th>Color model</th>
<th>Dataset (ANMRR)</th>
<th>Wang</th>
<th>UW</th>
<th>UCID</th>
</tr>
</thead>
<tbody>
<tr>
<td>HSY</td>
<td>0.4219</td>
<td>0.2595</td>
<td>0.5590</td>
<td></td>
</tr>
<tr>
<td>HSL</td>
<td>0.4188</td>
<td>0.2601</td>
<td>0.5612</td>
<td></td>
</tr>
<tr>
<td>HSV</td>
<td>0.4240</td>
<td>0.2615</td>
<td>0.5701</td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Comparison of HSV and HSY model by categories of Wang1000 dataset. The values are ANMRR (less is better).

<table>
<thead>
<tr>
<th>Category</th>
<th>HSL</th>
<th>HSY</th>
<th>Change (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>People</td>
<td>0.4169</td>
<td>0.4380</td>
<td>+1.91%</td>
</tr>
<tr>
<td>Beach</td>
<td>0.5841</td>
<td>0.5827</td>
<td>-0.14%</td>
</tr>
<tr>
<td>Monuments</td>
<td>0.5694</td>
<td>0.5777</td>
<td>+0.83%</td>
</tr>
<tr>
<td>Buses</td>
<td>0.3418</td>
<td>0.3275</td>
<td>-1.43%</td>
</tr>
<tr>
<td>Dinosaurs</td>
<td>0</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>Elephants</td>
<td>0.6417</td>
<td>0.6399</td>
<td>-0.18%</td>
</tr>
<tr>
<td>Flowers</td>
<td>0.4758</td>
<td>0.4719</td>
<td>-0.44%</td>
</tr>
<tr>
<td>Horses</td>
<td>0.0934</td>
<td>0.0876</td>
<td>-0.58%</td>
</tr>
<tr>
<td>Mountains</td>
<td>0.5681</td>
<td>0.5945</td>
<td>+2.64%</td>
</tr>
<tr>
<td>Food</td>
<td>0.4878</td>
<td>0.5036</td>
<td>+1.58%</td>
</tr>
</tbody>
</table>

Table 5: Category Mountains mostly consists of photos of snow-cowered mountain tops in sunlight as well as in dusk or dawn. In fuzzy histograms with low number of bins, most pixels in these photos will be classified as white or black, and therefore such methods will give very poor retrieval. This applies to both HSL and HYS model, however HYS gives slightly worse results for reasons described above.

Proper detection of gray colored pixels is crucial for correct retrieval in Horses category, due to false positive results from Elephants category, and so in this subset we see a marked improvement in retrieval when using HYS model as opposed to HSL model.

6 Conclusion

Fuzzy color histograms are a powerful and interesting new feature for image retrieval. Recently they have been used in the context of “visual-bag-of-words” (VBoW) retrieval concept [Chatzichristofis et al. 2013]. Most research so far has used fuzzy color histograms in HSV color model. We have shown that this model is less than ideal for the purpose. We have also shown that optimal retrieval may be obtained using a combination of features from several models.

In this paper an algorithm for construction of a hybrid color model was proposed. Then, this algorithm was used to construct a hybrid color model named HSY for use with fuzzy color histograms. HSY model consists of Hue and Saturation channels from HSV model and the Luminance (Y) channel from YUV model. Through a series of experiments it was shown that the newly proposed feature gives an improvement in retrieval performance compared to previous approach in HSV and HSL color model.

Even if performance for HSY model was roughly equal to HSL or HYS model, such model would still be of interest in JPEG compressed domain. Since JPEG images use a form of YUV color model named Y’C’CbCr, calculation of V channel would not be necessary as Y channel is already available.

It is well known in literature (e.g. [Pavlidis 2008]) that image features that are based exclusively on color may give a deceptively good retrieval in experimental settings, however in real life applications it will perform poorly. A full retrieval solution should use the aspect of texture, shape and other in addition to color. Fuzzy color histograms are especially useful for this purpose due to their small size.

In addition to combined retrieval features, future research should focus on approach to fuzzy histogram extraction in JPEG compressed domain. In this paper we have seen that YUV color model (used in JPEG compression) can be useful as component in a hybrid color model. Solution in JPEG compressed domain can offer improved feature extraction speed and use of specific texture features that can be obtained from DCT compressed domain.
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A Appendix: Color Model Conversion Formulas

In computer memory pixels are usually represented as 24-bit RGB values – 3 integers in range [0,255] corresponding to R, G and B channels. These values are converted into different color models using formulas given below. In addition, all values are rescaled to range [0,1] and represented as single-precision floating point values.

For shorter writing, we will introduce the following symbols:

\[ M = \max(R, G, B) \]
\[ m = \min(R, G, B) \]
\[ C = M - m \]

Given above, hue (H) channel has the same meaning in HSV, HSL, HMMD and IILS models, and that formula equals the following:

\[
H = \begin{cases} 
\text{undefined,} & C = 0 \\
\frac{G - B}{C} \mod 6, & M = R \\
\frac{B - R}{C} + 2, & M = G \\
\frac{R - G}{C} + 4, & M = B 
\end{cases}
\]

Value (V) in HSV is simply equal \( M \). Saturation (S) in HSV is defined as follows:

\[
S_{HSV} = \begin{cases} 
0, & C = 0 \\
C, & C \neq 0 
\end{cases}
\]

Lightness (L) in HSL model is an average of maximum and minimum given in (1):

\[
L_{HSL} = \frac{1}{2}(M + m),
\]

while intensity (I) in HSI is average of all three RGB channels:

\[
I_{HSI} = \frac{1}{3}(R + G + B)
\]

Saturation (S) in HSI and HSL is the same and given with the following equation:

\[
S_{HSL} = \begin{cases} 
0, & C = 0 \\
\frac{C}{1 - |2L_{HSL} - 1|}, & C \neq 0 
\end{cases}
\]

IILS model uses the same value for lightness as HSL, while for saturation the value of \( C \) is used as given in (1).

In HMMD color model the color is described with 4 components which are Hue (calculated as above), maximum, minimum and difference, which are equal to \( M, m \) and \( C \) given in (1). Since \( M \) and \( C \) are already tested as \( V_{HSV} \) and \( S_{HSL} \) respectively, in our experiments we included a value labeled \( m_{HMMD} \) which represents “minimum”.

Finally, for calculation of \( Y_{YUV} \) we used the formula given in ITU CCITT T.81 standard:
\[ Y = 0.299R + 0.587G + 0.114B \]